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Abstract

We present some examples of dialogues
from the literature on first language acqui-
sition where children appear to be learn-
ing word meanings from corrective feed-
back and argue that in order to be able
to account for them all in a formal the-
ory of semantic change and coordination,
we need to make a distinction between
compositional and ontological semantics.
We suggest how TTR (Type Theory with
Records) can be used in making this dis-
tinction and relating the two kinds of se-
mantics.

1 Introduction

This paper concerns the semantics and pragmat-
ics of semantic coordination in dialogues between
adults and children. The overall goal of this re-
search is to attempt a formal account of language
coordination in dialogue, and semantic coordina-
tion in particular.

In Larsson and Cooper (2009), we provide a di-
alogue move analysis of some examples from the
literature on corrective feedback. We also provide
a fairly detailed discussion of one example using
TTR (Cooper, 2005; Cooper, 2008) to formalize
concepts. In this paper we argue that in order to
be able to account for these examples in a formal
theory of semantic change and coordination, we
need to make a distinction between compositional
and ontological semantics. Both these aspects of
meaning need to be represented in the linguistic
resources available to an agent. We suggest how
TTR can be used in making this distinction and
relating the two kinds of semantics.

We take the following view on first language ac-
quisition: children learn the meanings of expres-
sions by observing and interacting with others. We
regard language acquisition as a special case of
a more general phenomenon of language coordi-
nation, that is, the process of coordinating on a
language sufficiently to enable information sharing
and coordinated action. One thing which is spe-
cial about language acquistion is that there can be

a clear assymmetry between the agents involved
with respect to expertise in the language being ac-
quired when a child and an adult interact. How-
ever, we want to propose that the mechanisms for
semantic coordination used in these situations are
similar to those which are used when competent
adult language users coordinate their language.

Two agents do not need to share exactly the
same linguistic resources (grammar, lexicon etc.)
in order to be able to communicate, and an agent’s
linguistic resources can change during the course of
a dialogue when she is confronted with a (for her)
innovative use. For example, research on alignment
shows that agents negotiate domain-specific mi-
crolanguages for the purposes of discussing the par-
ticular domain at hand (Clark and Wilkes-Gibbs,
1986; Garrod and Anderson, 1987; Pickering and
Garrod, 2004; Brennan and Clark, 1996; Healey,
1997; Larsson, 2007). We use the term seman-
tic coordination to refer to the process of interac-
tively coordinating the meanings of linguistic ex-
pressions.

We want a formal semantics allowing for mean-
ings that can change dynamically during the course
of a dialogue as a result of meaning updates trig-
gered by dialogue moves. In particular, innovative
uses of linguistic expressions may trigger updates
to lexical entries. To account for this we need to
account for how agents detect expressions which
are innovative with respect to the agent’s current
linguistic resources, either because the expression
is entirely new to the agent or because it is a known
expression which is used with a new meaning.

We also need an account of how agents assign
meanings to innovative expressions relative to the
context of use. It is important here to distinguish
local coordination on situated meanings, which is
part of conversational grounding (Clark and Bren-
nan, 1990; Traum, 1994) from coordination on
meanings which affects agent resources such as lex-
ical entries. It is the latter that we are interested
in here.

Finally, we need to account for how the lexi-
calised meaning of a non-innovative expression can
be updated based on its previously assumed mean-
ing and the meaning of an innovative use which



contrasts with it. For example, if we learn that an
object is not an A but rather a B (where B is in-
novative for us) then we need not only to learn B
but also to refine the meaning of A so that it does
not apply to the object.

In the rest of this paper we will first present a
view of how agents adjust their linguistic resources
on the basis of dialogue interaction (section 2). We
will then discuss how compositional semantics can
be derived from corrective feedback (section 3) and
then give a brief background to TTR (section 4).
Finally, we will show how ontological semantics can
be added to compositional semantics derived from
corrective feedback and explicit definition.

2 Agents that coordinate linguistic
resources

As in the information state update approach
in general (Larsson and Traum, 2000), dialogue
moves are associated with information state up-
dates. For semantic coordination, the kind of
update is rather different from the one associ-
ated with dialogue moves for coordinating on task-
related information, and involves updating the
linguistic resources available to the agent (gram-
mar, lexicon, semantic interpretation rules etc.),
rather than e.g. the conversational scoreboard as
such. Our view is that agents do not just have
monolithic linguistic resources as is standardly as-
sumed. Rather they have generic resources which
they modify to construct local resources for sublan-
guages for use in specific situations. Thus an agent
A may associate a linguistic expression e with a
particular concept (or collection of concepts if e
is ambiguous) [e]A in its generic resource. In a
particular domain α e may be associated with a
modified version of [e]A, [e]Aα (Larsson, 2007). In
some cases [e]Aα may contain a smaller number of
concepts than [e]A, representing a decrease in am-
biguity.

Particular concepts in [e]Aα may be a refinement
of one in [e]A, that is, the domain related con-
cepts have an extension which is a proper subset
of the extension of the corresponding generic con-
cept. This will, however, not be the case in general.
For example, a black hole in the physics domain is
not normally regarded as an object described by
the generic or standard meaning of black hole pro-
vided by our linguistic resources outside the phys-
ical domain. Similarly a variable in the domain of
logic is a syntactic expression whereas a variable
in experimental psychology is not and quite possi-
bly the word variable is not even a noun in generic
linguistic resources.

Our idea is that the motor for generating new
local resources in an agent lies in coordinating re-
sources with another agent in a particular commu-
nicative situation s. The event s might be a turn

in a dialogue, as in the examples we are discussing
in this paper, or, might, for example, be a reading
event. In a communicative situation s, an agent
A may be confronted with an innovative utterance
e, that is, an utterance which either uses linguistic
expressions not already present in A’s resources or
linguistic expressions known by A but associated
with an interpretation distinct from that provided
by A’s resources. At this point, A has to accom-
modate an interpretation for e which is specific to
s, [e]As , and which may be anchored to the specific
objects under discussion in s.

Whereas in a view of semantics inherited from
formal logic there is a pairing between a linguistic
expression e and an interpretation e′ (or a set of
several interpretations if e is ambiguous), we want
to see e as related to several interpretations: [e]As
for communicative situations s, [e]Aα for domains
α (where we imagine that the domains are col-
lected into a complex hierarchy or more and less
general domains) and ultimately a general linguis-
tic resource which is domain independent, [e]A. We
think of the acquisition of a pairing of an expres-
sion e with an interpretation e′ as a progression
from an instance where e′ is [e]As for some particu-
lar communicative situation s, through potentially
a series of increasingly general domains α where
e′ is regarded as being one of the interpretations
in [e]Aα and finally arriving at a state where e′ is
associated with e as part of a domain independent
generic resource, that is, e′ is in [e]A.

There is no guarantee that any expression-
interpretation pair will survive even beyond the
particular communicative situation in which A first
encountered it. For example, the kind of ad hoc
coinages described in Garrod and Anderson (1987)
using words like leg to describe part of an oddly
shaped maze in the maze game probably do not
survive beyond the particular dialogue in which
they occur. The factors involved in determin-
ing how a particular expression-interpretation pair
progresses we see as inherently stochastic with pa-
rameters including the degree to which A regards
their interlocutor as an expert, how many times the
pairing has been observed in other communicative
situations and with different interlocutors, the util-
ity of the interpretation in different communicative
situations, and positive or negative feedback ob-
tained when using the pairing in a communicative
situation. For example, an agent may only allow a
pairing to progress when it has been observed in at
least n different communicative situations at least
m of which were with an interlocutor considered
to be an expert, and so on. We do not yet have a
precise proposal for a theory of these stochastic as-
pects but rather are seeking to lay the groundwork
of a semantic treatment on which such a theory
could be built.



3 Learning compositional semantics
from corrective feedback

Recent research on first language acquisition
(Clark, 2007; Clark and Wong, 2002; Saxton,
1997; Saxton, 2000) argues that the learning
process crucially relies on negative input, in-
cluding corrective feedback. This research is
often presented in the context of the discussion
of negative evidence, which we believe plays an
important role in language. However, we want
to relate corrective feedback to the discussion of
alignment. We see corrective feedback as part of
the process of negotiation of a language between
two agents. Here are the examples of corrective
feedback that we discuss in connection with our
argument for this position in Larsson and Cooper
(2009):

“Gloves” example (Clark, 2007):

• Naomi: mittens

• Father: gloves.

• Naomi: gloves.

• Father: when they have fingers in them they
are called gloves and when the fingers are all
put together they are called mittens.

Panda example (constructed)

• A: That’s a nice bear.

• B: Yes, it’s a nice panda.

“Turn over” example (Clark and Wong, 2002):

• Abe: I’m trying to tip this over, can you tip
it over? Can you tip it over?

• Mother: Okay I’ll turn it over for you.

A frequent pattern in corrective feedback is the
following:

original utterance A says something

innovative utterance B says something parallel
to A’s utterance, containing a use which is in-
novative for A

learning step A learns from the innovative use

The learning step can be further broken down as
follows:

1. Syntactically align innovative utterance with
original utterance

2. Use alignment to predict syntactic and seman-
tic properties of innovative use

3. Integrate innovative element into local gram-
mar/lexicon and local ontology.

4. Gradually refine syntactic and semantic prop-
erties of innovative use and incorporate into
more general linguistic resources and more
general ontologies.

We think that an important component in cor-
rective feedback of this kind is syntactic alignment,
that is, alignment of the correcting utterance with
the utterance which is being corrected. This is a
rather different sense of alignment than that as-
sociated with the negotiation of a common lan-
guage, although the two senses are closely linked.
By “syntactic alignment” here we mean something
related to the kind of alignment that is used in
parallel corpora. It provides a way of computing
parallelism between the two utterances. Syntac-
tic alignment may not be available in all cases but
when it is, it seems to provide an efficient way of
identifying what the target of the correction is.

Syntactic alignment in the gloves example can
be visually represented thus:

Naomi:

Father:

mittens
|

gloves

For the “panda” example, the corresponding
representation is

A: That’s

B: Yes, it’s

a
|
a

nice
|

nice

bear
|

panda

Finally, in the the “turn over” example:

Abe: Can you

Mother: Okay I’ll

tip
|

turn

it
|
it

over
|

over for you

We assume that in the “gloves” example, syn-
tactic properties can be predicted from syntactic
alignment:

Naomi:

Father:

[N mittens]
↓

[N gloves]

In the “panda” example, the syntactic cate-
gory of the innovative expression panda can be
predicted from alignment (panda is aligned with
non-innovative bear which is known to be a noun).
This conclusion could be confirmed by an active
chart edge spanning the substring a nice analyzed
as an NP needing a noun. More confirming
information can be extracted from the parse chart
by noting that the assumption that panda is



a noun allows us to complete an NP-structure
parallel to the analysis of a nice bear with which
it is aligned.

A: That’s

B: Yes, it’s

[NP
|

[NP

[Det a]
|

[Det a]

[A nice]
|

[A nice]

[N bear]]
↓

[N panda]]

Active edge: NP → [Det a] [A nice] • N

In the “turn over” example, evidence comes
from alignment and the resulting passive edge (to-
gether with alignment) as in the panda-example.
In this case, however, given normal assumptions
about how the parsing works, there will not be an
active edge available to confirm the hypothesis as
there was in the panda-example.

Abe: Can you

Mother: Okay I’ll

[VP
|

[VP

[V tip]
↓

[V turn]

it
|
it

over ]
|

over ]

for you

A possible hypothesis is that alignment evidence
is primary in predicting syntactic properties of in-
novations when it is available (as it is in corrective
feedback). Other evidence can be used to support
or refute the analysis deriving from alignment.

Following Montague (1974) and Blackburn
and Bos (2005) compositional semantics can be
predicted from syntactic information such as
category. For example, for common nouns we may
use the formula

commonNounSemantics(N) = λxN ′(x)

or, using TTR,

commonNounSemantics(N) =
λr:

[
x : Ind

]
(
[
e : N ′(r.x)

]
)

Thus, we see how compositional semantics can be
derived from corrective feedback in dialogue. How-
ever, compositional semantics of this kind does not
reveal very much, if anything, about the details of
word semantics unless we add ontological informa-
tion. Before we proceed to ontological semantics
we shall give a brief background on some aspects
of TTR.

4 TTR

The received view in formal semantics (Kaplan,
1979) assumes that there are abstract and context-
independent “literal” meanings (utterance-type

meaning; Kaplan’s “character”) which can be re-
garded formally as functions from context to con-
tent; on each occasion of use, the context deter-
mines a specific content (utterance-token mean-
ing). Abstract meanings are assumed to be static
and are not affected by language use in specific
contexts. Traditional formal semantics is thus ill-
equipped to deal with semantic coordination, be-
cause of its static view of meaning.

We shall make use of type theory with records
(TTR) as characterized in Cooper (2005; 2008)
and elsewhere. The advantage of TTR is that
it integrates logical techniques such as binding
and the lambda-calculus into feature-structure
like objects called record types. Thus we get
more structure than in a traditional formal
semantics and more logic than is available in
traditional unification-based systems. The fea-
ture structure like properties are important for
developing similarity metrics on meanings and for
the straightforward definition of meanings modi-
fications involving refinement and generalization.
The logical aspects are important for relating
our semantics to the model and proof theoretic
tradition associated with compositional semantics.
Below is an example of a record type:[

ref : Ind
size : size(ref, MuchBiggerThanMe)
shape : shape(ref, BearShape)

]
A record of this type has to have fields with

the same labels as those in the type. (It may also
include additional fields not required by the type.)
In place of the types which occur to the right of
‘:’ in the record type, the record must contain
an object of that type. Here is an example of a
record of the above type: ref = obj123

size = sizesensorreading85
shape = shapesensorreading62
colour = coloursensorreading78


Thus, for example, what occurs to the right of

the ‘=’ in the ref field of the record is an object of
type Ind, that is, an individual. Types which are
constructed with predicates like size and shape are
sometimes referred to as “types of proof”. The idea
is that something of this type would be a proof that
a given individual (the first argument) has a cer-
tain size or shape (the second argument). One can
have different ideas of what kind of objects count
as proofs. Here we are assuming that the proof-
objects are readings from sensors. This is a sec-
ond way (in addition to the progression of local re-
sources towards general resources) that our theory
interfaces with an analogue non-categorical world.
We imagine that the mapping from sensor read-
ings to types involves sampling of analogue data in
a way that is not unsimilar to the digitization pro-



cess involved, for example, in speech recognition.
Again we have nothing detailed to say about this
at the moment, although we regard it as an im-
portant part of our theory that it is able to make
a connection between the realm of feature vectors
and the realm of model-theoretic semantics.

Types constructed with predicates may also be
dependent. This is represented by the fact that ar-
guments to the predicate may be represented by
labels used on the left of the ‘:’ elsewhere in the
record type. This means, for example, that in con-
sidering whether a record is of the record type,
you will need to find a proof that the object which
is in the ref-field of the record has the size repre-
sented by MuchBiggerThanMe. That is, this type
depends on the value for the ref-field.

Some of our types will contain manifest fields
(Coquand et al., 2004) like the ref-field in the
following type:[

ref=obj123 : Ind
size : size(ref, MuchBiggerThanMe)
shape : shape(ref, BearShape)

]
[
ref=obj123:Ind

]
is a convenient notation for[

ref : Indobj123

]
where Indobj123 is a singleton type.

If a : T , then Ta is a singleton type and b : Ta (i.e.
b is of type Ta) iff b = a. Manifest fields allow us to
progressively specify what values are required for
the fields in a type.

An important notion in this kind of type theory
is that of subtype. For example,[

ref : Ind
size : size(ref, MuchBiggerThanMe)

]
is a subtype of[

ref : Ind
]

as is also[
ref=obj123 : Ind

]
5 Learning ontological semantics

from corrective feedback and
explicit definition

As a (modest) “proof of concept” of our approach,
we will in this section provide a TTR analysis of
updates to compositional and ontological seman-
tics for the “mittens” example above. As pointed
out by one of the reviewers, our approach to coordi-
nation of ontological semantics bears resemblances
to work on ontology mapping and ontology nego-
tiation on the semantic web (van Diggelen et al.,
2007).

Using TTR, we can formalise ontological classes
as record types:

Thing =
[
x : Ind

]
{Class P} =

[
x : Ind
cP : P (x)

]
We will use a function SubClass which creates a
class based on a predicate P :

{SubClass C1 C2} = C1∧. C2 (“Make a subclass
of C2 based on C1”)
The ∧. operator is characterized as follows. Sup-
pose that we have two record types C1 and C2:

C1 =
[
x : Ind
cclothing : clothing(x)

]
C2 =

[
x : Ind
cphysobj : physobj(x)

]
C1 ∧ C2 is a type. In general if T1 and T2 are

types then T1∧T2 is a type and a : T1∧T2 iff a : T1

and a : T2. A meet type T1∧T2 of two record types
can be simplified to a new record type by a process
similar to unification in feature-based systems. We
will represent the simplified type by putting a dot
under the symbol ∧. Thus if T1 and T2 are record
types then there will be a type T1∧. T2 equivalent
to T1 ∧ T2 (in the sense that a will be of the first
type if and only if it is of the second type).

C1∧. C2 =

x : Ind
cphysobj : physobj(x)
cclothing : clothing(x)


The operation ∧. corresponds to unification in

feature-based systems and its definition (which we
omit here) is similar to the graph unification algo-
rithm.

Given this formal apparatus, we can show how
ontological semantics properties can be predicted
in the glove example. Naomi’s pre-gloves ontology
contains (we assume) the following:

PhysObjClass = {Class physobj}
ClothingClass = {SubClass {Class clothing}

PhysObjClass}
MittenClass = {SubClass {Class mitten} Cloth-

ingClass}

This ontology is shown in Figure 1, where the
arrow represents the subclass relation. Provided
that Naomi learns from the interaction, Naomi’s
post-gloves ontology may include the following
(see also Figure 2):

PhysObjClass = {Class physobj}
ClothingClass = {SubClass {Class clothing}

PhysObjClass}
MittenClass = {SubClass {Class mitten} Cloth-

ingClass}



physobj

clothing

mitten

Figure 1: Naomi’s “pre-gloves” ontology

physobj

clothing

mitten glove

Figure 2: Naomi’s “post-gloves” ontology

GloveClass = {SubClass {Class glove}
ClothingClass} (from alignment of mittens and
gloves)

This means that the glove class is the following
type

x : Ind
cphysobj : physobj(x)
cclothing : clothing(x)
cglove : glove(x)


which can be used as a refinement of the type
corresponding to the compositional semantics:

GloveCompSem =
[

x : Ind
cglove : glove(x)

]
Thus we can obtain the new function below as a
refined compositional semantics:

λr:
[
x : Ind

]
(

cphysobj : physobj(r.x)
cclothing : clothing(r.x)
cglove : glove(r.x)

)

In the “glove” example, the father’s second ut-

physobj

clothing

handclothing

withoutfingers withfingers

mitten glove

Figure 3: Naomi’s ontology after explicit definition

terance contains a partial but explicit definition of
the ontology of gloves and mittens:

• Father: when they have fingers in them they
are called gloves and when the fingers are all
put together they are called mittens.

When integrating this utterance, Naomi may
modify her take on the ontological semantics (see
also Figure 3):

PhysObjClass = {Class physobj}
ClothingClass = {SubClass {Class clothing}

PhysObjClass}
HandClothingClass = {SubClass {Class hand-

clothing} ClothingClass}
WithFingersClass = {SubClass {Class withfin-

gers} HandClothingClass}
WithoutFingersClass = {SubClass {Class with-

outfingers} HandClothingClass}
MittenClass = WithoutFingersClass
GloveClass = WithFingersClass

In TTR, after this update the meanings for
“glove” and “mitten” will be respectively:

x : Ind
cphysobj : physobj(x)
cclothing : clothing(x)
chandclothing : handclothing(x)
cwithoutfingers : withoutfingers(x)
cglove : glove(cntxt.x)


and




x : Ind
cphysobj : physobj(x)
cclothing : clothing(x)
chandclothing : handclothing(x)
cwithfingers : withfingers(x)
cmitten : mitten(cntxt.x)


6 Conclusion and future work

By providing a basic compositional semantic re-
source and providing the ability to refine this with
local ontologies, which may be associated with
given domains or even specific dialogues, we al-
low for an extremely flexible view of word meaning
that provides mechanisms for associating a central
core of meaning with situation specific meanings
that can be generated on the fly.

Future work includes exploring the relation to
work on ontology negotiation on the semantic web,
as well as extending our account to cover fur-
ther aspects of meaning, including perceptually
grounded meaning and connotations. We also wish
to relate detailed accounts of semantic updates to
other kinds of dialogue strategies, such as ostensive
definitions and meaning accommodation (Larsson,
2008).
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