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Abstract

The paper outlines a monotonic model
of denial in dialogue that keeps a repre-
sentation of the offensive material at the
same time as it accounts for the tenta-
tive status of utterances with respect to
the common ground (CG). It is cast in the
Information state based approach to dia-
logue developed in the projects TRINDI
and SIRIDUS (Cooper and Larsson, 1999;
Larsson, 2002), and incorporates a notion
of discourse commitments (DCs) that en-
ables us to distinguish between informa-
tion that is part of the CG and such that
is merely proposed for consideration. The
presented IS based model is meant as a
first theoretical approximation towards an
adequate DRT-based account of denial and
correction.

1 Introduction

This paper deals with denials and their adequate
modelling in terms of their effects in dialogue. It
treats denial as a case of correction. Consider the
dialogue in (1) where B denies the truth of the en-
tire proposition expressed by A’s utterance.

(1) A: The earth is flat.
B: No, it isn’t.

The analysis suggested here should be also ap-
plicable to other kinds of corrections like (2),
where the objection concerns only a portion of the
utterance of the previous discourse participant.

(2) A: Anna ate spaghetti.
B: No, she ate salad.

Existing models of denial and correction are
non-monotonic, i.e. they account of denial and
correction as effectuating a removal of the cor-
rected material from the context, see (Maier and

van der Sandt, 2003) and (van Leusen, 2004).
Both accounts employ a notion of context that cor-
responds to Stalnaker’s common ground (CG), i.e.
the commitments the discourse participants (DPs)
have agreed upon (Stalnaker, 1979). A denial in
these models has the effect that the CG is revised
by removing the offensive material from the rep-
resentation of the discourse.

However, the existing accounts of denial and
correction in terms of CG-revision do not do jus-
tice to the nature of these phenomena. The core of
the problem seems to be that the dialogue models
employed are not fine-grained enough to treat de-
nial properly. Intuitively, the content of utterances
that are rejected does not become part of the CG
in the first place. Therefore, it cannot be removed
from it by means of denial. Each utterance made is
only a proposal on how to update the CG. Only if it
is accepted by the other DP, is it added to the CG.
A sequence of an assertion and a denial represents
a dialogue segment where the DPs explicitly ne-
gotiate on how the CG should be updated. In other
words, existing models of denial and correction do
not have a way to account for the preliminary sta-
tus of utterances with respect to the CG and more
specifically, of the explicit CG-negotiation that de-
nials represent.

Another objection to the non-monotonic mod-
els of denial, and especially to the one in (Maier
and van der Sandt, 2003) is that it is counterintu-
itive that the corrected material should completely
disappear from the dialogue representation. For
comparison, (van Leusen, 2004) deals with cor-
rections in a more fine-grained model that distin-
guishes the discourse record (a record of all utter-
ances contributed during the discourse, discourse
history) from the discourse meaning. However,
the same criticism holds for this model as well
when it comes to accounting of corrections as con-
text revisions.



The present paper outlines an alternative model
of denial in dialogue. The model is monotonic
since it keeps a representation of the offensive ma-
terial at the same time as it accounts for the tenta-
tive status of utterances with respect to the CG.
It is cast in the Information state based approach
to dialogue developed in the projects TRINDI and
SIRIDUS (Cooper and Larsson, 1999; Larsson,
2002), and incorporates a notion of discourse com-
mitments (DCs) that enables us to distinguish be-
tween information that is part of the CG and such
that is merely proposed for consideration. The IS
based approach to dialogue provides a framework
that is flexible enough to implement the more fine-
grained dialogue model needed. The presented IS
based model is meant as a first theoretical approx-
imation towards an adequate DRT-based account
of denial and correction. As the discussion of the
existing DRT approaches will show, in order to
model correction adequately in DRT, more fun-
damental, non-trivial modifications to the theory
have to be made. This is a large scale enterprise
that will be addressed in future work.

The paper is structured as follows. Section 2
provides an overview over the two existing elabo-
rate models of denial and correction. In section 3,
I briefly clarify my understanding of the relation
between denials and the notion of context in terms
of CG. I implement this relation within the frame-
work of the Information state based approach to
dialogue in section 4, and section 5 presents a re-
fined account that also implements the notion of
dialogue history. Finally, a summary and outlook
are presented in section 6.

2 Non-monotonic models of denial

2.1 (Maier and van der Sandt, 2003)

(Maier and van der Sandt, 2003) account of denial
in terms of its discourse effects, which are claimed
to be “a non-monotonic correction operation on
contextual information”. More closely, they ar-
gue that the primary function of denial is “to ob-
ject to information which has been entered before
and to remove it from the discourse record.” They
model denials in an extension of DRT. In DRT,
discourse is modelled in terms of abstract struc-
tures, DRSs, which represent the meaning of the
discourse as it evolves. Each new sentence is in-
terpreted on the background of the representation
of the preceding discourse, the background-DRS.
Thus in DRT, the notion of context is modelled by

the DRS. In order to be able to model dialogue,
(Maier and van der Sandt, 2003) propose an ex-
tension to standard DRT that allows keeping track
of who said what and when in a dialogue.1 In this
extension, it is assumed that a DRS represents the
CG of the DPs, i.e. the propositions that the DPs
have agreed upon as being true. In this framework,
it is not possible to model denial monotonically.
As (Maier and van der Sandt, 2003, p.12) argue,
“with respect to an incoming context that contains
the offensive material the sentence cannot even be
processed in view of the fact that this would result
in a plain contradiction.” Therefore they model
the effect of denial by means of the so-called “re-
versed anaphora”: the denial is not further pro-
cessed but leaves a simple negated condition in
the DRS. Then a preliminary sentence represen-
tation is constructed and merged with the back-
ground DRS. After that, a presupposition resolu-
tion mechanism with reversed anaphora collects
the offensive material from the preceding utter-
ance and moves it to the position of the negated
condition. As a result of this process, the contribu-
tion of the corrected utterance is removed from the
main DRS and the material it originally introduced
ends up under the scope of the negation introduced
by the denial. In other words, the offensive mate-
rial is removed first from the dialogue representa-
tion (the CG), and then the content of the denial is
added to it.

For instance, as a result of this process, the fi-
nal representation of the dialogue in (3) is a DRS
containing the representation of σ2 , which is the
negated sentence σ1 , and the representation of σ3 .

(3) σ1 A: The King of France walks in the
park.
σ2 B: No, he doesn’t,
σ3 France doesn’t have a king.

However, the final representation of the dia-
logue in (3) does not seem satisfactory as a di-
alogue representation of an assertion-denial se-
quence since it only contains a representation of
the negative assertion in σ2 and contains no trace
of the denied utterance σ1 . I.e. the representa-
tion of the dialogue in (3) hardly differs from the
representation of the negative statement The King
of France does not walk in the park. It is unsat-
isfactory to let the contribution of the offensive

1It is further refined to Layered DRT in order to be able
to account for cases where only parts of the utterance are re-
jected while others are acknowledged.



material disappear from the dialogue representa-
tion. One reason for wanting to keep this material
in a dialogue representation may be that a speaker
may want to refer to it at some later stage of the
dialogue. As already mentioned, in this approach
non-monotonicity is necessary since the DRS rep-
resents the CG and must be kept consistent. On
the other hand, the inadequacy of the proposed so-
lution suggests that a more radical modification of
DRT is needed to capture adequately the nature of
dialogue and of phenomena like corrections.2

Another objection to the account presented in
(Maier and van der Sandt, 2003) is that if a DRS
reflects the CG, it is inadequate to treat the offen-
sive material as being part of the CG, since the
other DP hasn’t acknowledged it yet. The same
holds for the content of the denial itself, since the
other DP may disagree and stick to his opinion. In
the present model, the representation of the dia-
logue in (3) contains a representation of the denial
σ2 , which means that the denial is part of the CG.
In general, if a DRS reflects the CG, then it is im-
possible to add new sentence representations to it,
since each utterance in a dialogue is only a pro-
posal on how the CG should be updated. The CG
changes only after the proposal is accepted, ex-
plicitly or implicitly. In other words, before each
update of the CG, there is a grounding step (see
(Traum, 1994) on grounding). In the case of denial
and correction, we can speak of a dialogue seg-
ment that has the purpose of explicitly negotiating
how the CG should be updated. Consequently, di-
alogue models should provide separate represen-
tations for the level at which the content of the
CG is negotiated, and for the one that represents
the result of this negotiation. As it stands, Maier
and Sandt’s DRT model reflects the former but is
intended to represent the latter. When a speaker
denies an utterance of the other DP, neither the

2Another inadequacy of this model is that it does not ac-
count for the fact that it is not always the previous utterance
that contains the offensive material, cf. corrections with Ger-
man accented adverbial doch, as in (i), where the correction
occurs several turns away from the turn that introduces the of-
fensive material, see (Karagjosova, 2006) on corrections with
doch.

(i) A1 : es geht nicht. (’it does not work’)
B1 : du musst die Schraube drehen, [...] (’you must turn
the screw’)
A2 : [...] hast recht (’you are right’)
B2 : Na siehst du? es geht DOCH (’What did I tell you?
It works.’)

content of the preceding utterance nor that of the
denial are part of the CG. Consequently, denials
cannot be identified with revisions in the CG. De-
nials are part of a negotiation phase in dialogue,
and this is not reflected in the model.

2.2 (van Leusen, 2004)

The second nonmonotonic account of denial and
correction in dialogue is proposed in (van Leusen,
2004). It is based on a more sophisticated dia-
logue model than the one in (Maier and van der
Sandt, 2003), called Logical Description Gram-
mar (van Leusen and Muskens, 2003), that distin-
guishes between the utterances made, or the dia-
logue history, and the discourse meaning. The for-
mer is modelled by means of “discourse descrip-
tions”, which describe the syntactic, semantic and
pragmatic characteristics of the discourse and rep-
resent “the language user’s knowledge of the dis-
course processed so far” (van Leusen, 2004). A
second level constitutes the discourse meaning or
context, which is a model that fits or verifies a dis-
course description. The incrementation of the dis-
course description is monotonic, including cases
of corrections and denials. Corrections have an
update effect only on discourse meaning.

In this model, discourse meanings and sentence
meanings are DRSs. Correspondingly, contexts
are DRSs, as well as the semantic contents of dis-
course contributions. The discourse meaning is
built up in this model from the contents of the
utterances of the DPs. Since DPs may disagree
on certain points, it is argued, it is not necessary
that all of the contextual information is believed or
supported by each of the participants. Therefore it
is assumed that the context at any point of the con-
versation represents what has been proposed for
acceptance as CG by the most recent speaker.

This view is so far consistent with the position
advocated in this paper. However, it is not entirely
clear how the notion of context is defined in van
Leusen’s account. Thus, if the context only con-
tains proposals on how to alter the CG, why does it
have to be kept consistent? There may be contra-
dicting proposals. Also, the effect of corrections
on the context is modeled in terms of Gärdenfors’
revision of epistemic states (Gärdenfors, 1988),
which suggests that the notion of context em-
ployed in this model coincides with the notion of
the CG, and the same criticism as for (Maier and
van der Sandt, 2003) holds for this approach too.



3 Denials and the notion of context

As mentioned in section 1, the notion of context
employed in the existing models of denial and cor-
rection is based on Stalnaker’s notion of the CG.
Stalnaker defines context as follows: “Think of
a state of a context at any given moment as de-
fined by the presuppositions of the participants.”
Presupposition is defined as “what is taken by the
speaker to be CG of the participants”, and the CG
represents the propositions the dialogue partici-
pants have agreed upon, or mutually believe.

Based on this notion of context as CG, Stalnaker
defines assertion in terms of its effects on the con-
text, namely, the content of an assertion changes
the context (i.e. the CG) by reducing the context
set (i.e. all possible situations/worlds incompat-
ible with what is said are eliminated). Stalnaker
specifies further that this effect is only achieved
provided there are no objections from the other
DP. “This effect is avoided only if the assertion
is rejected. “ In a footnote (footnote 9 on p. 324),
Stalnaker argues further that “to reject an asser-
tion is not to assert or assent to the contradictory
of the assertion, but only to refuse to accept the
assertion. If an assertion is rejected, the context
remains as it was.” More exactly, rejection of an
assertion blocks the effect assertions have on the
context, namely adding its contents to the CG.

Thus we find support for our criticism of the ex-
isting models of denial in Stalnaker’s definition of
assertion and its effects on the CG. A denial is a
rejection to add the contents of a previously made
contribution to the CG. The corrected material, i.e.
the previous commitment, is thus not yet part of
the CG, since its content has not been agreed upon
yet. The corrected material, as well as the correc-
tion itself, are just proposals on how to update CG.

In the next two sections I implement an alter-
native, monotonic account of denial in the frame-
work of the Information State based approach to
dialogue.

4 The Information State based approach
to dialogue

In this section, I use the framework of the Infor-
mation State based approach to dialogue to imple-
ment a model of denial that does not assume CG
revision.

The information state (IS) is an abstract data
structure that represents information available to
the DPs at any given stage of the dialogue. It is

based on Ginzburg’s (Ginzburg, 1998) notion of
the dialogue gameboard which in turn is a modi-
fication and elaboration on Stalnaker’s ”common
ground” and Lewis’ ”conversational scoreboard”
(Lewis, 1979).

Ginzburg’s dialogue gameboard is a structure
that includes propositions, questions and dialogue
moves.3 The IS is an adaption of Ginzburg’s
DGB. The IS is a flexible construct that allows
adding more complexity depending on the require-
ments of the dialogue phenomena that are mod-
elled. This is also the strategy that I will follow
here. I will start with a basic IS model, namely
the IS used in (Larsson, 2002) in an implementa-
tion of the dialogue system IBiS, and see how far
this IS can get us. It will turn out that additional
complexities have to be added.

The basic structure of the IS is represented in
figure 1 on page 5. The dialogue information is
divided into two basic records: private and shared
information. The record of information private
to the DPs contains an agenda of actions the DP
(by default the system) needs to perform in the
near future (/PRIVATE/AGENDA), a dialogue plan
for more long-term actions (/PRIVATE/PLAN), and
a set of beliefs (/PRIVATE/BEL). Another record
represents the shared information, information
that is public to the DPs (system and user), con-
taining a set of mutually agreed-upon propositions
(/SHARED/COM), a stack of questions under dis-
cussion (/SHARED/QUD) and information about
the latest utterance (/SHARED/LU): the speaker
and the speech act/move realised by the utter-
ance (assuming for simplicity that each utterance
realizes only one move). The propositions in
/SHARED/COM need not be actually believed by
the DPs but they have committed to them for the
purpose of the conversation.

Let us examine how the dialogue information is
recorded in the IS in the case of denial. Consider
the exchange in (4).

(4) A: The earth is flat.
B: No, the earth is not flat.

After the first utterance, the IS looks like in fig-
ure 2. Here, the record /PRIVATE/BEL contains the
information about the belief of the speaker that the
earth is flat. In (Larsson, 2002), this slot is fore-
seen for utterances of the system, where for in-

3In this model, each DP has his own version of the DGB
and there may be mismatches. This is also the model on
which the IS in (Cooper and Larsson, 1999) is based.




PRIVATE :

[
PLAN : StackSet(Action)
AGENDA : Stack(Action)
BEL : Set(Prop)

]

SHARED :

 COM : Set(Prop)
QUD : Stack(Quest)

LU :

[
SPEAKER : Participant
MOVE : Move

]



Figure 1: IBiS information state type


PR :

[
AG :
BEL : {flat(e)}

]

SH :

 COM : { }
QUD : <?flat(e)>

LU :

[
SP : A
MV : assert(flat(e))

]



Figure 2: A: The earth is flat

stance after a database search the system writes
the result of the search into this field in order to
communicate this result in a next utterance. The
field /SHARED/COM is assumed to be empty at the
start of the dialogue. It will not change at this
stage since the content of the utterance does not
become CG before it has been accepted by the
other DP. In general, the update of the IS is gov-
erned by update rules defined for handling vari-
ous dialogue moves, as well as for handling plans
and actions. Concerning the CG, different ground-
ing strategies may be assumed, such as optimistic
(content of utterance automatically added to CG),
caucious (content added but can be retracted if DP
objects to it) and pessimistic grounding (content
of utterance added to CG only after positive evi-
dence for grounding) (Larsson, 2002). I will as-
sume a pessimistic grounding strategy because it
seems to reflect more adequately the nature of cor-
rections. Following this strategy, the CG will not
get updated after this first utterance until positive
feedback is received. The utterance of the asser-
tion has the effect that the corresponding yes/no-
question is pushed on top of the QUD-stack, where
it stays until it is resolved, i.e. gets accepted.4

I leave the field /PRIVATE/AGENDA empty since
at this point it is not relevant for the current inves-
tigation. I also ignore completely the field /PRI-
VATE/PLAN for the same reason.

After the second utterance, the IS gets updated
again and looks like in figure 3. The field /PRI-
VATE/BEL contains now the belief of the current
speaker B that he communicates via utterance (4-

4Otherwise it remains unresolved.


PR :

[
AG :
BEL : {¬flat(e)}

]

SH :

 COM : {}
QUD : <?flat(e)>

LU :

[
SP : B
MV : deny(flat(e))

]



Figure 3: B: The earth is not flat

B). The CG is still empty. Ginzburg’s utterance
processing protocol foresees that when an asser-
tion is rejected, its content is not added to the CG.
The only effect it has is that the corresponding
yes/no-question is pushed on /SHARED/QUD.

The record /SHARED/LU is updated with infor-
mation about the current move. This record only
keeps information about the latest move. The next
move overrides it with its own information.

If A agrees with B, then the IS will look like the
IS in figure 4:

PR :

[
AG :
BEL : {¬flat(e)}

]

SH :

 COM : { ¬flat(e) }
QUD : <>

LU :

[
SP : A
MV : accept(¬flat(e))

]



Figure 4: A: You are right, the earth is not flat

Here, the speaker holds the belief that the earth
is not flat. The CG will be updated with this propo-
sition, and the question will be removed from the
QUD-stack since it is resolved.

Implementing denial in the basic IS under the
pessimistic grounding strategy captures in a way
the preliminary status of utterances with respect to
the CG. However, it does not provide means for
keeping track of the actual commitments of the
DPs in the course of the dialogue, but only reflects
those that the DPs have agreed upon. This and sev-
eral other points require adjustments to the simple
IS and the rules for its update in order to model
denial more adequately in this framework. This
issue will be the subject of the next section.



5 A modified IS for dealing with denials

In order to be able to deal more adequately with
denials and corrections in this framework, I sug-
gest some adjustments to the structure of the IS
and its contents, as well as to the rules of its up-
date. The modified IS is presented in figure 5 on
page 7.

First of all, we need to distinguish between dif-
ferent layers of information in dialogue, CG and
discourse history. (Gunlogson, 2003) proposes a
dialogue model that allows to keep track of the
discourse commitments (DCs) of the DPs. DCs
are beliefs publicly attributed to each participant
in the conversation. I.e. if A says p then it be-
comes CG that A believes p. A public belief of a
DP does not have to be mutual. I.e. if it is CG that
A believes p, from this does not follow that it is
CG that p. Thus in a way, DCs capture the notion
of dialogue history. In this model, dialogue history
is part of the CG: it is in the CG that A has com-
mitted himself to p. Gunlogson adopts Stalnaker’s
definition of the CG as the set of propositions rep-
resenting what the participants in a conversation
take to be mutually believed, or at least mutually
assumed for the purpose of the discourse.

However, implementing directly the DCs as part
of the CG will not lead us far in the case of denial
and correction, since in the case the DP accepts the
denial, the CG must be revised or else it will be-
come inconsistent. However, this would mean that
we remove a commitment made by a speaker from
the dialogue record, which is not satisfactory: in-
tuitively, even if the DP makes a contradictory
commitment, the fact that he has made the earlier
commitment remains. A more adequate solution
will be therefore to separate the DC from the CG. I
therefore implement Gunlogson’s discourse com-
mitments as a separate field of the IS. The DCs
represent the propositions that the DPs have com-
mitted to in the course of the conversation. Each
utterance (at least each assertion) leads to updating
the DC (the field /SHARED/DC in figure 5 on page
7) with the information that the speaker believes
the proposition expressed by the utterance. E.g.,
after A’s utterance in (4), /SHARED/DC is updated
with the information BAflat(earth). By means
of implementing the DCs, we can keep track of
the dialogue history, a record of all utterances con-
tributed by the DPs in the course of the entire dia-
logue, independently of the CG status of their con-
tents. In the field /SHARED/DC, mutually contra-

dicting utterances of the DPs can coexist. The data
type is assumed to be an ordered set (although it
may be inconsistent) of beliefs.

Second, since we model interaction between
human DPs, we need a way to keep track of both
DP’s beliefs and commitments. I.e. we need to be
able to represent the beliefs of the DPs separately.
This can be done by using a belief operator B in-
dexed with the speaker of the utterance and holder
of the respective belief. E.g., BAflat(earth). In
other words, the field /PRIVATE/BEL is a set of be-
liefs. The update will not overwrite the informa-
tion in this field, but augment it with the beliefs of
the next DP.5

Thus the field /SHARED/DC will partly contain
the same information as the field /PRIVATE/BEL.
The difference will be that while we cannot re-
tract commitments, we can revise belief states, i.e.
delete certain beliefs from /PRIVATE/BEL. Thus
the information in /PRIVATE/BEL is not redundant
but can be used to model the dynamics of the belief
states of the DPs during the exchange. As already
said, DPs need not actually hold these beliefs, but
it suffices that they act as if they were.

The CG is represented by a separate field.
In order to avoid confusion with the Discourse
Commitments, I call the field that records the
CG /SHARED/BEL (instead of “shared commit-
ments”), since it concerns the propositions that the
DPs mutually believe.6 The shared believes cor-
respond to the notion of CG, i.e. commitments
the DPs have agreed upon. The data type is a set
of propositions.7 Note that the CG does not in-
clude information that is merely public, or mani-
fest, to the DPs, such as the information captured
by the other subfields in the SHARED-field, but
rather concerns only the content of the utterances.

By separating the DC from the CG we can
capture the CG-negotiating effect of denial8 and

5Another possibility is to have different copies of the IS
for each DP, as in (Cooper and Larsson, 1999). However, this
solution will unnecessarily complicate matters and will not
be further pursued for the time being.

6Note that in (Cooper and Larsson, 1999) /SHARED/COM
is /COMMON/BEL, which reflects more adequately the in-
tended purpose of this field as a set of agreed upon, or com-
monly believed, propositions.

7Actually, the CG may contain not only propositions, but
also beliefs attributed to other DPs, or introspective belief,
which means that it is a set of propositions and beliefs. I will
ignore this potential complication for the time being.

8There exist IS-based dialogue models that provide means
for modelling the process of negotiating content, such as the
PENDING field in (Ginzburg and Cooper, 2004) and the list of
ungrounded discourse units in (Poesio and Traum, 1998)




PRIVATE :

[
BEL : Set(Bel)

]
SHARED :

 DC : Set(Bel)
BEL : Set(Prop)
QUD : Stack(Quest)
MOVES : Set(Moves)




Figure 5: IS modified

need not assume that denial updates nonmonoton-
ically the CG.9 A revision becomes only neces-
sary within the private beliefs of the DPs (the field
/PRIVATE/BEL) in case the corrected DP accepts
the correction. Note that assuming that the private
beliefs of the DP can be revised does not make our
model of denial less monotonic. The monotonic-
ity concerns only the DC field, which accumulates
all utterances made during the conversation inde-
pendently of whether their contents are accepted
or rejected by the other DP.

Further, as already said, each assertive utterance
results in raising the respective yes/no-question in
QUD, i.e. pushing it on top of the QUD-stack.

Another change concerns the LU-record. In
standard IS there is no relation between the ut-
terance and its utterer after the IS gets updated
- after the next utterance, the speaker is a dif-
ferent person, and we do not have a way to re-
late the contents of the utterance with its origi-
nator beyond the respective turn. LU only shows
who the last speaker was. Having represented the
DCs, we do not need information about the latest
speaker. We keep however the information about
the move realized by the utterance, where in or-
der to keep track of who realized which move,
we index the moves with the respective DP, e.g.
assertA(flat(earth)). Also, in order to have a
more complete record of the course of the dia-
logue, we do not let the dialogue move-field be
overwritten after each update, but make sure that
it gets augmented with the next moves.10 It would
also be useful that the information in the move-
field is ordered, i.e. we assume that it has the data
type ordered set.11

I also ignore for the time being the fields /PRI-
VATE/AGENDA and /PRIVATE/PLAN, since they

9Of course, there may be situations in a dialogue where
the CG has to be revised, e.g. when both DPs adopt a belief
that contradicts their earlier common knowledge.

10A similar strategy is also allplied in other dialogue mod-
els, see e.g. (Ginzburg and Fernandez, 2005).

11It may actually be more reasonable to assume a sequence
or a stack, since there could be multiple entries. The same
holds for the DC field.

are not immediately relevant for my purpose.
All updates must be handled by respective up-

date rules, whose definition however I have to ig-
nore for the time being.

Let us go through an example to see how this
model works. Figure 6 reflects the IS after the first
utterance in (4). It contains the private belief of
the speaker (under the assumption of cooperativ-
ity) that he communicates with his utterance. In
the shared record, the CG is empty, for the sake of
simplicity, i.e. this is the first utterance in a dia-
logue. The QUD is whether the earth is flat, and
the communicated belief is recorded as a DC of A
in /SHARED/DC.

PRIV :
[

BEL : {BA flat(earth)}
]

SH :

 DC : {BA flat(earth)}
BEL : { }
QUD : <?flat(earth)>
MV : { assertA(flat(earth)) }




Figure 6: A: The earth is flat.

The IS after the second utterance is represented
in Figure 7. It reflects in addition the private belief
of the speaker B, which is just opposite to what A
asserts. In the shared record, the CG is still empty,
since the DPs have not yet agreed on a proposition.
The field /SHARED/DC is updated by the DC of B.
Topmost on QUD is still the question whether the
earth is flat.

PRIV :

[
BEL : {BA flat(earth),

: BB¬flat(earth) }

]

SH :


DC : {BA flat(earth),

: BB ¬flat(earth)}
BEL : { }
QUD : <?flat(earth)>
MV : {assertA(flat(earth)),

: denyB (flat(earth)) }




Figure 7: B: The earth is not flat.

Suppose that after some convincing argumenta-
tion of B, A finally accepts B’s counterproposal
on how to update the CG, namely with the propo-
sition that the earth is not flat. This situation is
reflected in figure 8. Then, this proposition will



be added to the CG, here the field /SHARED/BEL.
The QUD will be empty - the question whether
the earth is flat is resolved and can be popped out
from the QUD-stack. The beliefs of A will be re-
vised: the old abandoned belief of A that the earth
is flat will be deleted. This can be reflected in
the field /PRIVATE/BEL by either simply removing
the respective belief from the set, or by marking
it somehow as not held anymore (e.g. by crossing
the respective belief out), if we want to be able to
capture the dynamics of the DPs’ beliefs. In the
example, I choose the first option for simplicity.

PRIV :

[
BEL : { BB ¬ flat(earth),

: BA ¬flat(earth) }

]

SH :



DC : { BA flat(earth),
: BB ¬flat(earth),
: BA ¬flat(earth) }

BEL : { ¬flat(earth) }
QUD : <>
MV : { assertA(flat(earth)),

: denyB (flat(earth)),
: acceptA(¬(flat(earth))) }




Figure 8: A: You are right, the earth is not flat

6 Summary and outlook

In this paper I present a model of denial in dia-
logue that assumes that denial does not revise the
CG but represents a phase in a dialogue with the
purpose to negotiate the contents of the CG. I im-
plement this idea in the IS based approach to di-
alogue and argue that it is important to be able to
keep track of the dialogue history in order to deal
adequately with denials. An obvious drawback of
the proposed implementation is that the IS and es-
pecially the fields private beliefs, DC, and moves
can become extremely long for realistic applica-
tions. But since the purpose of this investigation
is a theoretical one, this fact is irrelevant for the
time being. The ultimate goal of the present inves-
tigation that will be pursued in future work, is the
development of a DRT-based model of denial and
correction in dialogue that distinguishes between
the CG and the dialogue history, and takes into ac-
count the private beliefs of the DPs. A DRT-based
model should also be able to provide a proper se-
mantics for these notions, an issue that was ne-
glected in the present paper.
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