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ABSTRACT

The interactive game environment EPS (expressive performance
space), presented in this short paper, is a work still in progress.
EPS involves participants in an activity using non-verbal
emotional expressions. Two teams use expressive gestures in
either voice or body movements to compete. Each team has an
avatar controlled either by singing into a microphone or by
moving in front of a video camera. Participants/players control
their avatars by using acoustical or motion cues. The avatar is
navigated /moving around in a 3D distributed virtual environ-
ment using the Octagon server and player system. The voice
input is processed using a musical cue analysis module yielding
performance variables such as tempo, sound level and articula-
tion as well as an emotional prediction. Similarly, movements
captured from the video camera are analyzed in terms of
different movement cues. The target group is children aged 13-
16 and the purpose is to elaborate new forms of collaboration.

1. INTRODUCTION
Participants involved in the EPS game use (emotional) non-
verbal communication in music and dance to control and interact
with an avatar. Expressive Gesture, as applied in EPS, is using
recent models of expressive communication in music and dance
developed by Camurri and others [3,] [1], [4] and [8] in the on-
going EU project MEGA. These models are based upon a large
body of research in expressive communication [9], [5].

The aim of the EPS game, and presented in this paper, is to
elaborate new forms of collaboration for children as well as to
test the applicability and intelligibility of expressive gesture in a
new setting. First, could expressive gesture, e.g. music and
dance, be used as a basis for (audience) collaboration and
participation? Second, could it be used as an input control/means
of communication in an interactive game environment? And
third, the benefits of using a game format when young people are
involved.

2. THE EPS GAME

Main features and aims
A multi-user multi-relationship real-time activity including
multisensory interaction and multimodality.

Non-verbal communication:
Both in the interaction with the 3D world projected on a screen
and between audience and players. Non-verbal expression in
voice and body movements.

Fig. 1. Screenshot from the players’ point-of-view of one of the
teams.
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Collaboration:
Between team members as well as between audience and teams.
The audience influences the speed of the avatar and creates
sound through their movements.
Mixed-reality features:
Face-to-face meetings between players in the teams as well as
between teams and public.
Interaction with a virtual world. Each team has an avatar
controlled by one of its players though expressive sounds and
movements.
Task:
The main task is to find three caves in the virtual world and
solve the riddles/tasks presented in each cave assisted by the
audience. To get into the caves teams have to collaborate by
solving the problem how to open the gates. The team that finds
to the third and last cave first may enter without waiting for the
competing team – and wins.

EPS allows participants to interact with each other using verbal
communication as well as interacting with a 3D environment
using non-verbal communication. The participants are divided
into two competing teams (Team 1 and Team 2. There are three
players in each team) and members of each team use expressive
gestures in voice and in body movements. One team member in
each controls an avatar by singing into a microphone or by
moving in front of a video camera. Meanwhile the other two
team-members may discuss alternative solutions helping the
navigator executing his or her task. The avatar changes position
and (in a later version of the game) colour, shape and size
depending on the acoustical and motion cues conveyed by the
participants/players. The first challenge for each team is to figure
out how to use the gestures to control the position (and shape) of
the avatar in order to play. An example of the controllers
viewpoint is shown in Figure 1.

Members of the audience are divided into two groups and
invited to take part in the game (Audience group 1 and Audience
group 2). Their task is to serve as extra helpers for each team.
The audience groups generate a music background by moving
and dancing. They may follow the game via the two screens onto
which the representations of each team are projected. They also
have access to a screen that shows the full overview of the 3D
environment. Figure 2 gives an overview of the game setup. The
two screens on stage show a third-person view of the virtual
world. The audience screen is placed above the stage showing an
overview of the complete virtual world.

Fig. 2. Overview of game setup.

3. EXPRESSIVENESS IN MUSIC AND DANCE

Music performances can be described by their performance
variables such as tone interonsets (IOI), tone sound level,
articulation, and intonation. Overall measures of these
performance variables over a section, henceforth as cues, have a
strong coupling to the performed and perceived emotional
expressive content in the performance [7, 8]. For example,
happiness is communicated by fast tempo, staccato articulation,
high sound level, and fast tone attacks, while sadness is
communicated by slow tempo, low sound level, legato
articulation, and slow tone attacks. These rather general
descriptions have been collected from a large number of
investigations and are surprisingly consistent for different music
examples, performers or listeners.

Dance performance may be analysed in a similar way using
overall motion cues such as quantity of motion, velocity, amount
of motion/rest, and fluency [2]. Here too, there is a coupling
between these cues and the expressive character of the dance
according to Camurri, Lagerlof and Volpe [3].

Recently, real-time computer tools for analysing expressive
gestures in music and dance have been developed within the
MEGA project (www.megaproject.org). These tools have been
developed within the software platforms EyesWeb and pd and
are used as a starting point in the non-verbal input modules in
the game. The body gesture analysis package in EyesWeb has a
large number of different gesture cues and is using imaging
algorithms applied to video input. The musical gesture analysis
is using signal processing algorithms applied on audio input and
outputs both the basic musical cues such as tempo and sound
level, but also the emotional intent [2, 6].

4. TECHNICAL IMPLEMENTATION

The virtual 3D environment is run in the Octagon server and
player system. This system is a distributed virtual reality system,
that uses MPEG4 and VRML file for-mats. Multiple users are
represented in the virtual world by their own figure or avatar.
Here they are present in the same shared virtual environment and
can interact with each other. The distribution goes through a
network using the MPEG4 protocol. (More on Octaga and the
Octagon system at: www.octaga.com)

There are two types of expressive input: voice or
movements. An avatar can be controlled by either voice or
movement input using expressive features in each do-main. The
voice of the player is captured by a microphone connected to a
computer.

The player is supposed to sing or make sounds and different
music performance variables are analysed using the musical cue
analysis software [6]. The movement of the player is captured by
a video camera connected to a computer. The player is supposed
to move/dance and different overall motion cues are analysed
using a cue analysis patch implemented in the EyesWeb
software.

EyesWeb is connected to each Octagon client so the clients
can receive expressive parameters. In this case the avatars
receive the parameters and change according to them.

Audience group  1

Screen 1 Screen 2

Overall viewOverall view

Audience group 2

Team 2

One leading player, 
voice/body movement

Team 1

One leading player, 
voice/body movement
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5. USING CONVENTIONS IN GAMES AND
NARRATIVES TO ENGAGE PARTICIPANTS AND

ORGANISE PARTICIPATION

The aim of the activity is to encourage collaboration between
young people coming from different cultural and social
backgrounds taking specifically language and communication
problems into consideration. The reason why a game format is
used is that it is familiar to the target group and may thus serve
the purpose of establishing a common ground [10].

How could participation in complex settings involving
young users be facilitated? Conventions used in games (rules for
instance), narratives (a protagonist – an avatar; a story line;
organizing the story and participants roles and actions) and
drama (three caves, three acts; limitations in time and space;
beginning, middle and end) could be used: a) to design
participants’ actions and responses; b) to create engaging tasks
for the target group and allow a certain amount of free space for
them to interpret and solve them in a meaningful way; c) to
encourage collaboration. The properties of networked computer
games are familiar to most 13 – 16 year olds. A large number
consists of a mix of teamwork, competition and action (such as
Capture The Flag, a networked multi-player version of the
computer game Quake).

Children having problems with expressing themselves
verbally due to language problems may interact with the 3D
world in EPS as well as with co-players using other ways of
expression such as singing, dancing, and/or rhythmic sounds
(clapping their hands etc.). They may solve riddles and
overcome obstacles individually as well as together with other
players. The use of non-verbal communication in expressive
gesture (movements and sound) will hopefully encourage
participants to use other forms of communication such as the
written and spoken language.

Finally the use of a theatre and game metaphors influences
the designer’s approach to the user. In an interactive game
environment the user becomes a member of an audience, a
participant or a player. They are made participants and become
co-writers, co-directors and co-actors with a possibility to
influence the outcome of the game [10]. An ideal situation would
be to involve young participants at an early stage in the design
process on order to find out what parts of the game/narrative
they find engaging and attractive. The task and challenge for the
designers then would be how to put all the bits and pieces
together. As a suggestion a game setting may be constructed as a
conventional play or story having a beginning, middle and end,
containing obstacles, riddles and tasks to be solved, all put
together into a meaningful whole.
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