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Abstract

A major challenge in Spoken Dialogue Systems (SDS) is the de-
tection of problematic communication (hotspots), as well as the
classification of these hotspots into different types (root cause
analysis). In this work, we focus on two classes of root cause,
namely, erroneous speech recognition vs. other (e.g., dialogue
strategy). Specifically, we propose an automatic algorithm for
detecting hotspots and classifying root causes in two subsequent
steps. Regarding hotspot detection, various lexico-semantic
features are used for capturing repetition patterns along with
affective features. Lexico-semantic and repetition features are
also employed for root cause analysis. Both algorithms are eval-
uated with respect to the Let’s Go dataset (bus information sys-
tem). In terms of classification unweighted average recall, per-
formance of 80% and 70% is achieved for hotspot detection and
root cause analysis, respectively.

Index Terms: miscommunication detection, miscommunica-
tion root causes, spoken dialogue systems

1. Introduction

Despite recent progress in spoken dialogue system (SDS) tech-
nologies, one major roadblock in commercial SDS prototyp-
ing is the significant effort and expertise required for the en-
hancement of the performance of deployed services. The it-
erative enhancement process is often performed with little au-
tomation by inspecting data logs and partially transcribed calls.
A wide-array of technologies has emerged under the umbrella
term speech analytics that facilitates the automatic or semi-
automatic extraction of relevant information from large amount
of speech data, e.g., audio mining for keywords and topics, af-
fective analysis, analysis of speaker population characteristics,
attitudes and behaviors.

Unlike human-human interaction, the detection and resolu-
tion of miscommunication is not trivial for the case of SDS [1]].
A challenging speech analytics task is the detection of prob-
lematic communication in dialogue turns, as well as the iden-
tification of the SDS components to which such problems may
be attributed. In this work, we refer to such problematic turns
as hotspots, while the cause identification process is termed as
root cause analysis. One of the earliest approaches for the de-
tection of miscommunication in SDS was proposed in [2] via
supervised learning, exploiting features derived from the logs,

e.g., ASR output, logs of the components dealing with natural
language understanding and dialogue management etc. The de-
tection was formulated as a classification problem where rule
learning algorithms were applied. This formulation was also
followed in later research efforts, such as [3]. A set of shal-
low linguistic features (e.g., part-of-speech labels) was utilized
in [4], along with word statistics and turn- and dialogue-level
properties, in order to predict the success of turns and entire di-
alogues. Based on the observation that prosodic speech is asso-
ciated with problematic dialogues [5], various prosodic features
have been employed for hotspot detection. For example, in [6]
prosodic features were used for the classification of problem-
atic dialogues with respect to elicited speech and a Wizard-of-
Oz scenario. Despite the saliency of such features, the authors
suggest the incorporation of additional feature types (e.g., rep-
etitions). The detection results have been used for tasks such
as the computation of the optimal strategy for routing the call
to a human operator [7]]. A related study was presented in [§]]
dealing with the tuning of dialogue management and strategies,
based on massive data collected from large-scale applications.

The approach that is most related to the present work is [1]],
where two different techniques are proposed for the detection of
hotspots, namely, online and offline detection. We focused on
the development of an offline detection model via supervised
learning, exploiting features extracted from manually annotated
system logs. In this work, we follow the offline approach pre-
sented in [1] by incorporating new features for hotspot detec-
tion. The proposed feature set includes various lexico-semantic
and affective features. Most importantly, we perform the addi-
tional step of automatically identifying the type of hotspot, i.e.,
performing root cause analysis.

2. Problem definition

According to [9], miscommunication in dialogues can be stud-
ied with respect to non-understanding and misunderstanding.
In general, this distinction applies both to human-human and
human-system conversational interactions. This is of great rele-
vance for SDS, where the system is expected to both recognize
the speech input and understand the underlying user’s intent.
This is exemplified in the dialogue excerpt presented in Table
An example of non-understanding can be found in turn 3,
where the system fails to make any hypothesis for the user’s



Table 1: Example of miscommunication.
S: What type of restaurant are you looking for?
U: I'm looking for a Greek takeaway restaurant.
S: Sorry, I didn’t get that.
U: Greek takeaway.
S: I recommend Pane that serves Italian pizza.
U: Greek restaurant.
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input in turn 2. As it is shown in turn 5, the system misun-
derstands the user’s intent expressed in turn 4. The misunder-
standing can be identified in turn 6, where the user rephrases
their choice. It was observed that non-understandings are typi-
cally detected right away, while misunderstandings are typically
spotted at later dialogue turns [[1]. According to this observa-
tion, the detection of miscommunication errors can be defined
as “early” and “late” [10]. In early detection, the current system
hypothesis about the most recent user utterance is used, while
for late detection, a number of previous turns is taken into con-
sideration.

A major task for the enhancement and tuning of SDS is the
identification of cases where the dialogue policy may trigger
ASR errors. For example, a widely-used strategy for handling
non-understanding is to prompt the user to repeat. In such a
scenario, the user may get frustrated and use hyper-articulated
speech, which in turn is likely to cause new ASR errors. Mo-
tivated by the observation that erroneous ASR constitutes one
of the most frequent causes of miscommunication problems
in SDS [11], we propose an automatic process as a first step
towards the aforementioned task, outlined as follows: 1) the
detection of hotspots, and 2) the subsequent classification of
hotspots’ root causes with respect to ASR vs. other components
of SDS (i.e., root cause analysis). While there is a large body of
literature regarding the prediction of ASR errors (e.g., [12,[13])),
root cause analysis is a much less researched problem. Root
cause analysis is also interesting because it is formulated upon
established miscommunication events [14].

3. Hotspot detection

In this section, we briefly present various features used for the
detection of hotspots. The features are distinguished into three

Table 2: Hotspot: feature types.
| Feature type | Modality [ To capture

Lexical text repetitions
Semantic text repetitions
Affective speech, text emotion

types, namely, lexical, semantic, and affective, which are pre-
sented in Table [2] along with the respective modalities. Lexical
and semantic features were used for identifying repetitions in
system prompts and user utterances, based on the observation
that miscommunication incidents are characterized by such rep-
etitions. The affective content of user utterances was taken into
consideration, based on the hypothesis that problematic com-
munication is likely to cause negative emotions.

Lexical features: Given a pair of transcribed system prompt(s)
and/or user utterance(s), denoted as ¢; and t2, the following
lexical features were computed: 1) the Levenshtein distance of
t1 and t2, 2) two Dice coefficients computed according to the

common (i) words and (ii) character bigrams shared between ¢
and t».

Semantic features: The set of semantic features includes: 1) a
semantic similarity score between ¢; and to estimated using a
state-of-the-art semantic model [[15]], 2) a binary value indicat-
ing whether ¢, is a paraphrase of t2 [16], 3) a score of semantic
concreteness for each chunk computed by averaging the respec-
tive word-level scores retrieved from the MRC Psycholinguistic
Database [[17].

Affective features: In order to capture the affective content
of the user’s speech input, a set of appropriate low-level de-
scriptors (LLDs) were used. This set includes prosody (pitch
and energy), short-term spectral (Mel Frequency Cepstral Co-
eficients, MFCCs) and voice quality (Jitter) [18]. The LLDs
were extracted using a fixed window size of 30 ms with a 10
ms frame update. The following statistics were computed for
each of the LLDs and used in the feature set: percentiles, ex-
tremes, moments, and peaks. In addition, for each transcribed
user utterance, the following steps were performed: (i) a score
was retrieved for each constituent word from an affective lex-
icon, and (ii) a feature set was constructed including a set of
basic statistics (mean, median, min, max, variance) computed
over the word-level scores. This was done for the three basic
affective dimensions, namely, valence, arousal and dominance
In this work, we used the English affective lexicon presented
in [19], which was created via the automatic expansion of a
manually-crafted seed lexicon (ANEW [20]).

4. Root cause analysis

In this section, we present the features used for root cause anal-
ysis Given a pair of a system prompt ¢ and a user utterance ¢,
along with their immediate preceding turn exchange ¢¥ and ¢%,
the following features were computed.

Log-derived features: Features extracted from the interaction
logs, namely: 1) the ASR confidence score for t,,, 2) the times-
tamp of the turn exchange, computed wrt. the total dialogue
duration, 3) the task (dialogue act) that the user is aiming to
achieve

Lexical features: The set of lexical features includes: 1) the
Levenshtein distance, 2) two Dice coefficients based on com-
mon words and character bigrams. The distance and coefficients
were computed between a) t¥, and t,,, b) ¢, and 5, and ¢) ¢£ and
ts.

N-gram features: We extracted a) unigrams, b) bigrams, c) tri-
grams, and d) sentences from turn exchanges associated with
root cause, as well as from the preceding turn exchange, i.e.,
n-grams were extracted from ¢, ¢¥,, ¢ and t,,. The extracted
n-grams were subsequently ranked according to their class-
conditional entropy, computed as

k

E(n) = —p(e: | n)logp(ci | n), (1

i

where p(c; | n) is the probability of class ¢; given n-gram n,
and k stands for the number of classes. We selected the n-grams
with the lowest score (see Section[5.2)) to constitute our n-gram
features.

!In this work, the dialogue acts were manually annotated.



5. Experimental setup
5.1. Hotspot detection

The detection of hotspots was formulated as a two-class classi-
fication problem, i.e., each turn was classified as “problematic”
(hotspot) vs. “non-problematic”. We utilized the Let’s Go (LG)
‘09, ‘12, and ‘14 datasetsﬂ described in detail in [21l]. The
number of turn exchanges with hotspot information, along with
the percentage of problematic turn exchanges, is displayed in
Table All datasets were preprocessed by lowercasing and

Table 3: LG ‘09, ‘12 and ‘14 hotspot detection datasets.

| Dataset [ # Turn exchanges [ Problematic % ‘

LG ‘09 792 38.3%
LG ‘12 985 60.2%
LG ‘14 1344 44.9%

removing punctuation from user utterances and prompts. We
applied the JRip classifier. The evaluation was performed using
10-fold cross validation (10-FCV), while the performance is re-
ported in terms of Unweighted Average Recall (UAR). As the
baseline for our experiments, we used the majority class.

5.2. Root cause analysis

For this task, we also utilized the LG ‘09, ‘12, and ‘14 datasets.
Turn exchanges that were manually annotated as problematic
(hotspots) were further annotated for root cause analysis by an
expert annotator with one of the following root cause types:

* ASR: error by the speech recognizer

* DP: dialogue policy error

* EP: endpoint error

* OOD: out-of-domain utterance

e SLU: spoken language understanding failure
e PROMPT: prompt design error

* BE: back-end error

The number of turn exchanges associated with a root cause and
the percentage of root cause annotations in the datasets are pre-
sented in Table [d] The percentage of each root cause type in

Table 4: LG ‘09, ‘12 and ‘14 root cause analysis datasets.

| Dataset | # Turn exchanges [ RC % |

LG ‘09 305 38.1%
LG ‘12 568 31.8%
LG ‘14 684 31.1%

turn exchanges associated with root cause is displayed in Ta-
ble 5] All datasets were preprocessed by lowercasing and re-
moving punctuation from user utterances and system prompts.
Two systems were setup, comprising of combinations of the LG
datasets. According to the first system, data from previous sys-
tem versions were used for training (LG ‘09 and ‘12), while the
test was performed in interaction logs of the latest version (LG
‘14). For the second system, data from all three versions were
used for training and testing via 10-FCV.

2http://www.speech.cs.cmu.edu/letsgo/

Table 5: Percentage of root cause types wrt. turn exchanges.

| Root Cause [ LG ‘09 [ LG ‘12 [ LG ‘14 [ Total ‘

ASR 787% | 574% | 673% | 65.9%
Dp 27.5% | 29.6% | 13.6% | 22.2%
EP 0% 17.6% | 162% | 13.6%

OOD 7.5% 5.3% 4.5% 5.4%
SLU 5.6% 1.9% 3.4% 3.3%

PROMPT 4.9% 0.8% 0.6% 1.5%
BE 0% 0.1% 0.7% 0.3%

Since ASR errors are the most frequent types in the
datasets, we focused on classifying erroneous states as ASR vs.
other SDS errors. To this end, we defined two categories for pre-
dicting root cause for a given turn exchange: 1) ASR: consisting
of ASR errors, and 2) Non-ASR: consisting of errors associated
with DP and/or EP. We used the features described in Section[d]
while the top 2% of the total n-grams were utilized after being
ranked in ascending order according to (T).

As the baseline for our experiments, we used the majority
class. We applied the Random Forest [22] and SVM [23] 24]
classifiers, as well as BoosTexter, an implementation that is
based on a collection of boosting algorithms which can be
trained from raw textual input [25]]. UAR was used as the eval-
uation metric. In addition, for the case of BoosTexter we used
the classification confidence score, computed by the classifier
(as described in [25]]), for setting a threshold. This approach
was used for discarding the classifications that were scored with
confidence falling below the threshold. For this setting, the
measurements of precision Pr, recall Rc and F-measure Fim
were used.

6. Evaluation results

In Section [6.1] we present the evaluation results for hotspot de-
tection. The evaluation results of root cause analysis are pre-
sented in Section

6.1. Hotspot detection

The performance yielded by the feature types described in Sec-
tion [3] is presented in Table [6] for the LG ‘09, ‘12 and ‘14
datasets. Regarding the individual feature types, the highest

Table 6: Hotspot detection: feature evaluation (UAR %).
| Feature type [ LG ‘09 [ LG ‘12 [ LG ‘14 H Avg. ‘

Majority class 50.0 50.0 50.0 50.0
Lexical 72.3 74.6 77.2 74.7
Semantic 68.1 71.2 76.9 72.1

Affective (text) 714 61.7 65.5 66.2
Affective (speech) 59.2 50.1 50.7 53.3

| All [ 794 | 761 | 818 | 791 |

UAR score is yielded by the lexical features (72.3%, 74.6%,
and 77.2% for the LG ‘09, ‘12 and ‘14, respectively). The best
performance is achieved when all feature types are exploited
(via the concatenation of the individual feature vectors) and
equals to 79.4%, 76.1% and 81.8% UAR for the LG ‘09, ‘12
and ‘14, respectively. Regarding LG ‘09, the top UAR score
(79.4%) does not exceed the best score (88.0%) reported in [
This difference can be attributed to the use of different feature
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types. However, in preliminary experiments using a subset of
LG ‘09 we found that the fusion of the feature set utilized in this
work with the features used in [1]] yields higher performance
(85.0%) compared to the performance of the individual feature
sets (76.0% for the features of the present work and 83.0% for
the features of [[1]]).

6.2. Root cause analysis

The evaluation results with respect to different classifiers are
presented in Table[7] When using the first system (i.e., training

Table 7: Root cause analysis: classifier evaluation (UAR %).

Training Set LG ‘09+°12 | LG ‘09+°12+°14
Test Set LG ‘14 10-FCV
Majority class 50.0 50.0
Random Forest 63.2 63.9
SVM 58.1 71.3
BoosTexter (thres = 0) 60.9 63.7

with the LG ‘09 and ‘12), the best performance is achieved by
Random Forest (63.2%), followed by BoosTexter. All classi-
fiers perform better when using the second system (i.e., train-
ing with all LG datasets). The top performance is achieved by
SVM (71.3%). BoosTexter and Random Forest obtain compa-
rable performance (63.7% and 63.9%, respectively).

The performance for the case of BoosTexter is shown in
Fig.[T]as a function of the classification confidence score used as
threshold. This is displayed when using LG ‘09, ‘12 and ‘14 for
training and testing with 10-FCV. We experimented with values
ranging from O to 0.04. It is observed that the precision slightly
improves as the threshold value increases, however, the recall
drops. Similar observations are also made for the first system.
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Figure 1: Performance of BoosTexter (Precision Pr, Recall Rc,
F-measure Fm) on different confidence threshold values.

In Table 8] we present the performance of the features de-
scribed in Section ] The most salient feature types are those
based on n-grams. The lowest performance is observed for the
log-derived and lexical features. Also, it is shown that the most
appropriate point in the dialogue for feature extraction is the
previous turn exchange. User utterances and system prompts

Table 8: Root cause analysis: feature evaluation (UAR %).

| Feature type | UAR (%) |
Majority class baseline 50.0
Log-derived 50.0
Lexical 50.0
N-grams: prev. turn exchange 70.0
N-grams: curr. turn exchange 58.6
N-grams: user utterance 59.1
N-grams: system prompt 59.6

| All [ 71.3 ‘

appear to yield comparable performance. Overall, the top UAR
score (71.3%) was achieved when all feature types were used.

7. Conclusions

In this work, we proposed a two-stage automatic algorithm for
detecting and analyzing the root cause of problematic commu-
nication (hotspots). For the task of hotspot detection, approxi-
mately 80% UAR was achieved via the exploitation of lexico-
semantic and affective features. Approximately 70% UAR was
achieved for the classification of root cause, using n-grams ex-
tracted from turn exchanges as well as lexico-semantic features.
Regarding hotspot detection, the lexical features were the high-
est performing feature type. For the case of root cause analysis,
the best performance was achieved when using n-gram features
extracted from the preceding turn exchange.

Our ongoing work deals with the fusion of the proposed
features with other feature types reported in the literature for
hotspot detection, e.g., [[1]]. In the future, we will also inves-
tigate a more fine grained classification scheme for the task of
root cause analysis. Last but not least, our end goal is to in-
tegrate the presented features and algorithms into a toolkit for
speech analytics, aimed to aid the enhancement and tuning of
SDS.
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