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1Division of Speech, Music & Hearing, KTH Royal Institute of Technology, Stockholm, Sweden
kirkland@kth.se, jkgu@kth.se, szekely@kth.se

Abstract
Disfluencies are a hallmark of spontaneous speech and play an
important role in conversation, yet have been shown to nega-
tively impact judgments about speakers. We explored the role
of disfluencies in the perception of competence, sincerity and
confidence in public speaking contexts, using synthesized spon-
taneous speech. In one experiment, listeners rated 30-40-second
clips which varied in terms of whether they contained filled
pauses, as well as the number and types of repetition. Both
the overall number of disfluencies and the repetition type had
an impact on competence and confidence, and disfluent speech
was also rated as less sincere. In the second experiment, the
negative effects of repetition type on competence were attenu-
ated when participants attributed disfluency to anxiety.
Index Terms: speech perception, speech synthesis, public
speaking, spontaneous speech, disfluencies

1. Introduction
1.1. Disfluencies in spontaneous speech

Disfluency is a hallmark of spontaneous speech. Rather than de-
livering completely well-formed utterances, speakers frequently
hesitate, repeat themselves, and perform self-repairs. Although
some perspectives (e.g., [1]) might view disfluencies as errors
or deficits in realizing fluent speech, they are more than mere
noise in the speech signal. They index underlying cognitive
processes such as lexical retrieval and speech planning [2, 3, 4],
telegraph information about upcoming delays [5] and give lis-
teners insight into what Brennan and Williams refer to as the
feeling of another’s knowing [6], allowing for the coordination
of mental states during conversation.

Although disfluencies serve a functional role in speech and
can convey friendliness [7] or spontaneity [8], most prior evi-
dence suggests a negative impact of disfluencies on judgments
about speakers. More disfluent speakers can appear more anx-
ious [9] and less confident [10, 11], competent and dynamic
[12, 7]. Disfluency can unfavorably affect a range of trait judg-
ments related to social desirability [13, 14] as well as secondary
judgments based on speaker’s statements [7].

Moreover, the type and location of disfluencies, as well as
the context in which they occur, can reflect different cognitive
processes and speaker strategies for maintaining continuity dur-
ing speech planning [2, 4] and impact processing fluency to dif-
ferent degrees. For example, filled pauses (FPs) make it easier
for listeners to integrate words into their contexts [15], which is
not the case for repetitions [16], and false starts increase word
monitoring latency relative to simple repetitions [17].

It is still unclear, however, whether these differences trans-
late to different effects on judgments about a speaker. In addi-
tion to a general link between the processing burden imposed

by disfluency and its impact on evaluations [18, 19], recent re-
search has shown that the type and location of disfluencies play
a role in their effect on perceived competence [12] and confi-
dence [10]. These findings are consistent with the notion that
more severe processing disruptions might more negatively af-
fect judgments, but relatively little is known about how varia-
tions within a disfluency type (for example, the syntactic con-
text of disfluent repetitions) or interactions between commonly
co-occurring disfluencies (such as repetitions and FPs) impact
evaluations. Addressing these questions might shed light on
how listeners perceive subtly “atypical” use of disfluencies,
displayed for example by some second-language speakers or
women and girls with autism spectrum disorders [20, 21, 22].

Another consideration is that listeners’ theories about the
cause of disfluencies may shape their judgments. Disfluency
can trigger negative evaluations when listeners assume a disflu-
ent speaker is not willing or able to communicate effectively
[18] but it has been shown in non-speech contexts that provid-
ing an obvious explanation for disfluency can attenuate its effect
[19], a phenomenon known as discounting [23]. If discount-
ing effects apply to speech disfluencies as well, this could give
speakers a concrete tool for potentially mitigating the effects of
disfluency on how listeners perceive them.

1.2. Methods for studying disfluencies in speech

In order to measure the effect of disfluencies on listener judg-
ments we need to create speech stimuli with varying levels of
disfluency. This is no trivial task and previous studies have used
different methods to address this challenge. One method (used
for example by [12] and [7]) is to ask voice actors to produce
fluent and disfluent versions of a script. A limitation of this ap-
proach is that read or acted speech and spontaneous speech vary
on a number of dimensions and are perceived differently by lis-
teners [24, 25, 26], so this type of stimuli not be well suited for
studying characteristics of spontaneous speech.

Another approach is to begin with disfluent natural speech
and then excise disfluencies, as used, e.g., in [13] and [9].
This approach is suitable for evaluating how accurately listen-
ers can infer ground-truth speaker states or characteristics from
speech but affords little control over the content of the utter-
ances or the exact placement or types of disfluencies. Further-
more, FPs are often cliticized onto the previous word to form
phonological words [5] (for example “we um” might be realized
as “we.yum”) which means that some FPs cannot be removed
without cutting off part of the adjacent word.

Our approach is to create stimuli using a neural text-to-
speech (TTS) system trained on spontaneous speech. The use
of neural TTS for studying speech perception was suggested by
[27] some years ago, and has become an increasingly viable
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option as the quality and naturalness of synthesized speech im-
proves. Neural TTS has been used recently to investigate the
effect of filled pause location and prosodic features on percep-
tions of speaker confidence [28] and the impact of disfluencies
on ratings of personality traits in the context of different speak-
ing styles [8]. This method provides control over both the con-
tent and prosodic aspects of utterances and allows for the cre-
ation of stimuli with the characteristics of spontaneous speech.

1.3. Research questions and hypotheses

In the present work we sought to better understand how disflu-
encies affect listeners’ evaluations on five different dimensions:
general competence, task-specific competence, confidence, sin-
cerity and friendliness. We included competence and confi-
dence since the impact of disfluency on these dimensions has
been investigated previously [12, 7] but the importance of spe-
cific characteristics of disfluencies is underexplored. Friendli-
ness and sincerity were included to gain more insight into how
speech disfluencies impact the perception of positive traits.

We used a TTS system trained on spontaneous speech to
synthesize stimuli with different types and numbers of disflu-
encies. According to [4] speakers repeat certain words in cer-
tain contexts more often because those repetitions best facilitate
smooth and timely communication. We therefore reasoned that
more “typical” repetitions, i.e. words that are repeated more
often relative to the overall frequency of that word in a given
context, would have less of an impact on judgments because
they are more expected and less disruptive. The repetitions
used in the experiments are summarized in Table 1. We also
explored whether discounting effects might mitigate negative
impacts of disfluency on evaluations by carrying out an experi-
ment in which participants had the opportunity to attribute dis-
fluency to anxiety. We propose the following hypotheses:

H1: Perceived competence and confidence will decrease as
the overall number of disfluencies increases.

H2: The effect of FPs and repetitions should not be directly
additive because FPs often occur with repetitions and give
listeners a “heads up” about delays [4].

H3: Repetitions that are less common in spontaneous speech
will have a greater impact on competence and confidence.

H4: More disfluent speech will be rated as friendlier and more
sincere.

H5: If listeners are able to attribute disfluency to anxiety, the
effects of disfluency on competence will be reduced.

2. Data and Synthesis
For the synthesis of the samples we use a TTS model built on
the ThinkComputers Corpus (TCC), described in [29]. The cor-
pus is created from recordings of a podcast which is available
in the public domain. 1 In the podcast, two male speakers of
American English discuss technology news and review com-
puter hardware and software. Their speaking style can be de-
scribed as extemporaneous, as they speak freely around a pre-
pared outline. As a result, the corpus naturally contains disflu-
encies. The corpus includes 9 hours of speech from one of the
speakers. To improve audio quality, the utterances in the corpus
were processed using the Adobe Podcast enhance function2.

1https://archive.org/details/podcasts_
miscellaneous Creator: ThinkComputers

2https://podcast.adobe.com/enhance

The TTS system was trained using a modification of a Py-
Torch implementation3 of the sequence-to-sequence neural TTS
engine Tacotron 2 [30]. To control the level of fluency specif-
ically with regard to filled pauses (FPs), the corpus is divided
into two parts: utterances that contain FPs, and utterances that
do not. An 8-dimensional speaker style embedding is added to
the Tacotron 2 (the implementation closely following [31]), and
each utterance in the training data is given one of two speaker
IDs. One is reserved for utterances without filled pauses (1436
out of the 4906 samples), which we refer to as ID-noFP, while
training samples with at least one FP (‘uh’ or ‘um’) receive the
other, which we call ID-FP. Both speaker embeddings include
data containing repetitions. In parallel to the embedding, we
introduce an utterance-level prosody control, similar to [32].
Mean f0 and speech rate at the utterance level are added to
the training. Both speaker embedding and prosodic features are
added to a model, transfer learned on a model trained on the
same corpus on a base Tacotron 2 architecture for 92.5k iter-
ations. To allow for the additional features the relevant input
dimensions to the attention, LSTM, projection and gate layers
are padded with zeros. These additions increase the number
of parameters to 28.28M from 28.19M in the base model. The
model with embedding and prosodic features is trained for an
additional 45k iterations on 4 GPUs with 28 batch size.

3. Perception experiments
3.1. Experiment 1

The first experiment investigated whether the number and type
of disfluencies affect ratings of a speaker’s competence, con-
fidence, sincerity and friendliness. We varied the number and
type of repetitions as well as the presence or absence of FPs
in 14 different public speaking scenarios to create audio clips
of 30-40-seconds in length. In half of the scenarios (the “lec-
ture” context) the speaker explained scientific concepts, such as
how scientists measure the expansion of the universe. In the
other half (the “instruction” context) the speaker gave instruc-
tions about outdoor skills, such as how to build a shelter.

The category and number of repetitions were varied by re-
peating words at locations that were consistent across stimuli,
resulting in three different repetition versions. Version A con-
tained four repetitions and versions B and C contained these
same four repetitions plus four additional repetitions, for a total

3https://github.com/NVIDIA/tacotron2

Table 1: Repetitions with frequencies per 1000 occurrences

freq. examples

Repetitions used in all stimuli

contraction 33.2 we’ll
relative pronoun 37.7 what
conjunction 30.8 and
determiner 28.8 some

Less typical repetitions (Condition B)

preposition 14.3 in, between
misc. function words 22.3 by, how

More typical repetitions (Condition C)

“the”, complex subject NP 65.0 The number that helps measure
“the”, complex object NP 55.0 measure the echoes
“a”, complex object NP 59.0 there’s a direct relationship
“a”, complex pred. nominative NP 55.0 stretch a long sturdy branch
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of eight each. The difference between version B and C is that
the unique repetitions in version B were less common repeti-
tions, while those unique to version C were more common. The
repetitions used in each version and their frequency per thou-
sand occurrences as reported by [4] are shown in Table 1.

We also varied whether or not FPs were present. Stim-
uli with FPs were created by synthesizing utterances with the
filler “um” between repeated words using the ID-FP embed-
ding (see Section 2). Utterances without FPs were synthesized
with the non-hesitant version of the TTS system (ID-noFP).
This resulted in six disfluent versions of each utterance: three
repetition versions with FPs and three repetition versions with-
out FPs. Figure 2 shows an example of these variations. Audio
samples are available on the demo page 4.

Fluent: Good morning everyone and welcome to the first lecture
of Understanding the Early Universe. In this lecture we’ll
discuss how scientists can measure the echoes of the distant
past. Let’s start by learning the definitions of some important
terms. The number that helps us estimate how fast the
universe is expanding is called the Hubble constant. What this
constant tells us is that there’s a direct relationship between
a galaxy’s distance and how quickly it’s moving away from us.
A: In this lecture we’ll [um] we’ll discuss how scientists
can measure the echoes of the distant past.
B: In [um] in this lecture we’ll [um] we’ll discuss how scientists
can measure the echoes of the distant past.
C: In this lecture we’ll [um] we’ll discuss how scientists
can measure the [um] the echoes of the distant past.

Figure 2: Examples of experimental stimuli. To create the disflu-
ent versions, the highlighted words were repeated with or with-
out FPs (blue in version A, red and blue in version B, green and
blue in version C)

Twenty self-reported native speakers of English were re-
cruited via the crowdsourcing platform Prolific 5 and partici-
pated in a web-based experiment on cognition.run. Half of par-
ticipants identified as male and half as female. They listened to
and rated 14 audio clips in random order. Each participant heard
stimuli from every condition, but heard only one version of each
scenario. They were randomly assigned a unique combination
of scenarios and conditions. The number of times a particular
version of a scenario was presented was balanced across partic-
ipants. Participants could listen to the stimuli as many times as
needed, and rated the speaker from 1 to 7 on how competent,
confident, sincere and friendly they sounded, and how much
they would rely on the speaker to teach them something new.

4www.speech.kth.se/tts-demos/disfluency2023
5http://prolific.co

Table 2: ANOVA results summary with F scores and p values.
Significant effects are marked with an asterisk (*).

Rep. type Filled pause Rep * FP

F p F p F p

Competence (general) 15.99 < .001* 2.841 0.11 0.38 0.68

Competence (task-related) 13.99 < .001* 9.96 < .01* 3.26 < .05*
Confidence 34.11 < .001* 5.86 < .05* 1.34 0.27
Sincerity 3.71 < .05* <0.01 0.95 5.11 < .05*

3.1.1. Experiment 1 results

We carried out a 3 (repetition type: A, B, C) x 2 (FP, no FP)
x 2 (context: lecture, instructions) repeated measures ANOVA
on each measure, with post-hoc Holm-Bonferroni tests. Signif-
icant effects are summarized in Table 2. As shown in Figure 1,
participants rated speakers higher on both confidence and task-
specific competence when the utterances contained few disflu-
encies (condition A), but between the two conditions with eight
disfluencies, those with more uncommon disfluencies (B) were
rated less competent and confident than those with more com-
mon disfluencies (C). There was no effect of FPs on general
competence, but utterances with FPs were rated less confident
and lower on task-related competence. Sincerity was affected
by the number but not the type of repetitions. Condition C was
rated as more sincere than both A and B, which were not signif-
icantly different from one another. Though there was no main
effect of FPs on sincerity, the effects of repetition on sincerity
were only significant for utterances with FPs. There were no ef-
fects of any of the manipulations on perceived friendliness, and
the effect of context was not significant for any measure.

3.2. Experiment 2

The second experiment explored whether the effects of repeti-
tion type and frequency on perceived competence would be at-
tenuated if participants attributed the disfluency to anxiety. Dis-
fluency is associated with state anxiety [9] so this provides a
realistic alternative explanation. Half of participants (the “con-
trol” condition) listened to an unmodified subset of the stimuli
from Experiment 1. Four versions of each of four randomly
chosen lecture scenarios without FPs (one fluent, one with each
set of repetitions) were used in this condition. The other half
of the participants (the “anxiety attribution” condition) received
the same stimuli but with a small modification: Each clip in-
cluded a short apology for being anxious, synthesized with the
same voice. The utterances were otherwise identical to those
used in the control version and in Experiment 1.

Thirty-two self-reported native speakers of English were re-

(a) Competence (general) (b) Competence (task-specific) (c) Confidence (d) Sincerity

Figure 1: Mean ratings of competence (general and task-specific) confidence and sincerity in Experiment 1
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cruited via Prolific and randomly assigned to either the “con-
trol” condition or the “anxiety attribution” condition (16 per
condition). The task followed a similar procedure to Experi-
ment 1, but each participant rated only 5 stimulus items. Con-
trol participants rated the speaker’s general and task-specific
competence, as in Experiment 1, while participants in the other
group also rated how anxious the speaker sounded.

3.2.1. Experiment 2 results

A 4 (repetition type) x 2 (condition) mixed factorial ANOVA
showed a significant main effect of repetition type on both gen-
eral competence, F (3) = 10.77, p < .001 and task-related com-
petence F (3) = 18.77, p < .001 as well as a significant inter-
action between condition and repetition for both general F (3)
= 9.74, p < 0.001 and task-related competence F (3) = 9.57, p
< .001. The simple main effect of general competence was sig-
nificant only in the control condition, and post-hoc tests show
that all differences between levels of repetition (shown in Ta-
ble 3) were significant in the control group. The simple main
effect of task competence was significant in both conditions, but
only the difference between fluent utterances and repetition type
C was significant in the anxiety attribution condition, while in
the control condition all means except repetition type A and C
were significantly different. There was no main effect of condi-
tion. Because we purposely did not mention anxiety to the con-
trol group, we cannot compare anxiety ratings between groups.
However, a one-sample t-test showed that the mean anxiety rat-
ing of 4.69 was significantly higher than the middle value of 4
on the scale, t = 3.92, p < .001.

4. Discussion
Our results confirm hypothesis H1, that disfluencies negatively
impact perceived competence and confidence. However, gen-
eral competence was affected only by repetitions, while task-
specific competence was also impacted by FPs. In H2 we pre-
dicted that a combination of FPs and repetitions would not be
strictly additive. This seems to be true for general competence,
where no interaction was found between repetitions and FPs,
but for task-related competence, the effect of repetitions was
stronger when FPs were present. This may be due to how we
operationalized task-related competence, by asking participants
if they would rely on the speaker to teach them something new.
Teaching ability depends on not only competence, but also fac-
tors such as how engaging a speaker is, so this question may
have captured dimensions that we did not intend to measure.

We confirmed the hypothesis H3 that less typical repetitions
(those found by [4] to occur less often in spontaneous speech)
would have a greater impact on evaluations. Between utterances

Table 3: Means and standard deviations of competence ratings.
Greater than or less than symbols indicate significant differ-
ences between means, p < 0.05

fluent Rep. A Rep. B Rep. C

General competence

Control 5.69 (1.01) > 4.69 (1.01) > 3.38 (1.36) < 4.13 (1.31)

Anxiety 5.13 (1.02) = 5.19 (1.17) = 4.81 (1.11) = 4.63 (1.09)

Task competence

Control 5.5 (1.10) > 4.56 (1.21) > 3.19 (1.22) < 4.00 (1.27)

Anxiety 5.25 (1.18) = 5.00 (1.10) = 4.69 (0.95) = 4.63 (1.02)

with the same number of repetitions, those with more uncom-
mon repetitions were rated less competent and confident. This
pattern only held for general competence in Experiment 1, but
affected both measures of competence in Experiment 2. It may
be that the smaller number of stimuli in Experiment 2 made
subtle differences more salient. Although we have shown that
the type of repetition does matter, we cannot be certain why
less common repetitions had a stronger impact on evaluations.
These repetitions differ in a number of ways from more com-
mon repetitions: they tend to be lower-frequency words, are a
more diverse category, and tend to disrupt larger syntactic con-
stituents. One approach in future work could be to repeat the
same lexical item in different syntactic contexts.

Despite previous findings that disfluencies can make speak-
ers seem more friendly [7], H4 was not confirmed. There was
no effect of disfluency on perceived friendliness, and more rep-
etitions (combined with FPs) made speakers seem less sincere.
This may be because listeners did not find judgments about
friendliness or sincerity pertinent to delivering a lecture or in-
structions. Sincerity ratings may have been affected by the gen-
eral negative impression of disfluencies, whereas participants
may not have felt that they had enough information to judge
friendliness. Future work could explore this further by includ-
ing scenarios where friendliness or sincerity are more relevant.

The second experiment provided additional confirmation of
H3, and also supports H5. When participants heard that the
speaker was anxious about giving a lecture, the effect of repeti-
tions on competence was eliminated (and it is also worth noting
that the “anxious” voices were not rated as sounding less com-
petent overall). Presumably, in line with [19], this represents a
discounting effect: listeners may have concluded that the repe-
titions were unrelated to the speaker’s competence because they
were offered a better explanation. One of the participants com-
mented that admitting to anxiety was a “classic public speaking
mistake” but our results suggest otherwise. On the contrary,
when speakers anticipate that they will be disfluent (whether
because they really are nervous or because they are unfamiliar
with the material they need to present) an excuse might lessen
the impact of a halting delivery. Another implication of these
findings is that listeners actually seem to attribute states, such
as anxiety, to “speakers” they know are not real people.

5. Conclusions
Our results show that the characteristics of different types of
disfluencies and the contexts in which they appear may play a
role in how they impact evaluations. We found that both the
number and type of speech disfluencies affect perceived com-
petence, sincerity and confidence. The effects on competence
are attenuated by discounting effects, so asking listeners to par-
don our disfluencies may be an effective way to reduce their
impact how we are perceived. This may be particularly rele-
vant for speakers who use disfluencies atypically, such as some
L2 speakers or women with ASD. Future studies could also ex-
amine how speaker characteristics such as gender or age may
moderate the effects of disfluencies on evaluations.
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the uh, hesitation? The interplay between filled pause location,
speech rate and fundamental frequency in perception of confi-
dence,” in Proc. Interspeech, 2022, pp. 18–22.
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