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ABSTRACT

This paperdescribesongoingdevelopmentvork on the
spokendialoguesystem, WAXHOLM, providing infor-
mation on boat traffic in the Stockholm archipelago.
The dialoguecontrol and the naturallanguage parser
are inplemented in an integratekihowledge-basegro-
babilistic languagemodel. The recognition processis
basedon neuralnets,A* lexical searchanda candidate
reordering module. Speech synthesis for spoken
responsehas been enhancedby the display of a
synthetic,animatedface. Application-specificdatahave
been collected with the help of Wizard-of-Oz
techniques.

1. INTRODUCTION

Our research group at KTH is currenttlyilding a gene-
ric systemin which speectsynthesisand speechrecog-
nition can be studiedand developedn a man-machine
dialogueframework.The system previouslyreportedin
[1] and [2], is designedto facilitate the collection of

speech and text data that are required for development.

The demonstrator application, which we call
WAXHOLM, gives information on boat traffic in the
Stockholmarchipelago.lt referencegime tablesfor a
fleet of sometwenty boatsfrom the Waxholm company
which connects about two hundred ports.

Besidesthe dialogue managementind the speech
recognitionand synthesiscomponentsthe systemcon-
tains modulesthat handlegraphicinformation suchas
pictures, maps, charts, and time tables. Trifisrmation
can be presentedas a result of the user initiated
dialogue.The application has great similarities to the
ATIS domain within the ARPA community, the
Voyager systemfrom MIT [3] and similar projectsin
Europe for exanple SUNDIAL [4], the systemfor train
timetablesnformationdevelopedy Philips[5], [6] and
the Danish Dialogue Projecq]|

The possibility of expandingthe taskin manydirec-
tionsis an advantagdor our future researcton spoken
dialogue systems.In addition to boat time tables, the

*Names in alphabetic order

databaselso containsinformationaboutport locations,
hotels,campinggrounds,and restaurantsn the Stock-
holm archipelago.This information is accessedwith

SQL, the standardizedquery language. An initial

version of the systembasedon text input hasbeenin

operation since September 1992.

The systemis implementedas a number of inde-
pendentand specialisednodulesthat run as serverson
our computersystem.A notation has beendefined to
control the information flow betweenthem. The struc-
ture makesit possibleto run the modulesin parallelon
different machinesand simplifies the implementation
andtestingof alternatemodelswithin the sameframe-
work. The communicationsoftwareis basedon UNIX
de facto standardswhich will facilitate the reuseand
portability of the components.

2. THE NATURAL LANGUAGE COMPONENT
AND DIALOGUE MANAGEMENT

Ourwork on the naturallanguagecomponents focused
on a sublanguaggrammar,a grammarlimited to the
particular subject domain -- that of requesting
informationfrom a travel databaseOur parser, STINA,
is knowledgebasedand is designedas a probabilistic
languagemodel. It containsa context-free grammar
which is compiled into an augmentgdnsitionnetwork
(ATN). Probabilities are assignedto each arc after
training. Characteristicef STINA area stack-decoding
searchstrategy,a feature-passingnechanismnto imple-
ment unification and a robust parsing component.

Dialoguemanagemenbasedon grammarrules and
lexical semantic features is implemenieTINA. The
notation to describe the syntactic rules has been
expandedo coversomeof our specialneedsto model
the dialogue.The STINA parseris running with two
differenttime scalescorrespondingo the wordsin each
utteranceandto the turnsin the dialogue.Topic selec-
tion is accomplishedbasedon probabilities calculated
from user initiatives.

We havefound it very profitableto handleboth the
regulargrammaranalysisandthe dialoguecontrol with



the STINA parser.The samenotation,semanticfeature
systemand developingtools can be shared.The rule-
based probabilistic approachhas made it reasonably
easyto implementan experimentaldialogue manage-
mentmodule.STINA is describedn moredetailin [8],
[9].

The parserhas beenevaluatedin severaldifferent
ways. Using about 1700 sentencesin the Waxholm
databaseas test material, 62 percentgive a complete
parse,whereasf we restrictthe testdatato utterances
containng user initiatives (about 1200), the result is
reducedo 48 percent.This canbe explainedby the fact
that a large numberof responseso systemquestions
typically have a very simple syntax. If we exclude
extralinguistic sounds such as lip smack, sigh and
laughing in the test material based on dialogue
initiatives by the user, the result is increasedto 60
percent complete parses. Sentenceswith incomplete
parses arbandledby the robustparsingcomponentnd
frequently effect the desired system response.

The perplexityon the Waxholmmaterialis about34
using a trained grammar.If extralinguisticsoundsare
takenawaywe geta reductionto about30. If only utter-
anceswith completeparsesare consideredve geta per-
plexity of 23.

3. GRAPHICAL USER INTERFACE

The Waxholm systemcan be viewed as a micro-world,
consistingof harborswith different facilities and with

boatsthat you can take betweenthem. The user gets
graphicfeedbackin the form of tablescomplementedby
speechsynthesis.Up to now the subjectshave been
given a scenariowith different numbersof subtaskso

solve.A problemwith this approachis that the suljects
tendto usethe samevocabularyasthetextin the given
scenario.We also observedthat the user often did not
get enoughfeedbackto be ableto decideif the system

had the same interpretation of the dialogue as the user.
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Figure 1. The graphical model of the WAXHOLM
micro-world.

To dealwith theseproblemsa graphicalrepresentéon
that visualises the Waxholm micro-world is being
implemented An exampleis shownin Figure 1. One
purposeof thisis to give the subjectanideaof whatcan
be donewith the systemwithout expressingt in words.
Anotherpurposeis that the interfacecontinuouslyfeeds
backthe informationthat the systemhasobtainedfrom
the parsing of the subject'sutterance,such as time,
departureport andsoon. Theinterfaceis alsomeantto
give a graphicalview of the knowledgethe subjecthas
securedhusfar, in the form of listings of hotelsand so
on.

4. SPEECH SYNTHESIS

For the speechoutput componentwe have chosenour
multi-lingual text-to-speectsystem[10]. The systemis
modified for this application. The applicationvocabu-
lary hasbeencheckedor correctnessespeciallyconsid-
ering the general problem of name pronunciatidij. [

Figure 2. Wireframe and shaded representations of (a)
the face and (b) the tongue models.

The speechsynthesishas recently been comple-
mentedwith a face-synthesianodule (see Figure 2).
Both the visual and the acousticspeechsynthesisare
controlled by the same synthesis softward.[

Since the recognition and synthesismoduleshave
similar needs of semantic, syntactic and pragmatic
information, the lexical information is shared. In
dialogue applications such as Waxholm, we have a



betterbasefor prosodicmodelingcomparedo ordinary
text-to-speechsince,in suchan environment,we will

haveaccesgo much moreinformationthanif we used
an unknown text as input to the speech synthesi&pr [

5. SPEECH RECOGNITION

The speechrecognition component,which so far has
only partially beenintegratedinto the system,handles
continuous speechwith a vocabulary of about 1000
words. The work on recognitionhas beencarried out
alongtwo main lines: artificial neuralnetworksand a
speechproductionorientedapproach Sinceneuralnets
are generalclassificationtools, it is quite feasible to
combine the two approaches.

Artificial neural networks

We have testeddifferent types of artificial neural net-
works for performing acoustic-phoneticmapping of

speechsignals[14]. The testedstrategiesinclude self
organisingnetsand netsusingthe error back propaga-
tion (BP) technique.The use of simple recurrentBP-

networkshasbeenshownto substantiallyimprove per-

formance.The self-organisinghetslearnfasterthanthe

BP-networks but they are not as easily transformedto

recurrent structures.

A* search

The frame-baseautputsfrom the neuralnetwork form
the input to the lexical search.Thereis one outputfor
eachof the 40 Swedishphonemesusedin our lexicon.
Eachword in the lexicon is describedon the phonetic
level and may include alternative pronunciationsath
word. The outputareseenasthe a posteriori probabili-
ties of the respectivephonemesn eachframe. An A*,
N-bestsearchhasbeenimplementedusing a simple bi-
gram language modely).

Candidate rescoring

The secondtepin therecognitionprocesexamineghe
output candidatelist from the A* search.This search
spaces greatly reducedcomparedo the initial bigram
model and a much more detailedanalysiscan be per-
formed at this stage.Our systemusesa formant-based
speechproductiontechniqueand a voice sourcemodel
for the training of context-dependenthones[16]. One
reasorfor this approacthis the potentialfor reductionof
thetrainingandspeakemadaptatiordataby utilising the
close relation between phonemesin the production
domain.Sharingof training datain partsof the produc-
tion systemis possible For example,a small numberof
observationsof voiced phonemesof an individual
speakercanbe usedto adaptthe voice sourcecharacter-
istic of the whole phonemeinventory. Phoneduration
informationis also usedin the evaluationprocess.For
robustnessreasons,the formant representatiorof the

training data igransformednto the spectraldomainfor
matching.
Despite the reduced searspacethe reorderingprocess
still requiresconsiderablgrocessingime. For this rea-
son, the acousticrescoring of the candidatesis per-
formedafter the recalculationof the linguistic scoresby
the STINA parser.The candidatesare then remerged
into a network, out of which only the best path is
extracted.

Work is currently going on to integrate this
component with the rest of the recognition module.

6. DATA COLLECTION

Speechand text data have beencollectedrunning the
systemwith a Wizard of Oz replacingthe speechrecog-
nition module [17]. The subjects are seatedin an
anechoiccoomin front of a displaysimilar to Figure1.
The wizard is seatedin an adjacentroom facing two
screens, one displayinghatis shownto the subjectand
the other providing systeminformation. All utterances
are recordedand storedtogetherwith their respective
label files. The label files contain orthographic,
phonemic, phonetic and durational information. The
phonetic labels derived from the input text are
automatically aligned witthe speectfile [18], followed
by manual correction.

All systeminformation is logged during the data
colledion sessionsmaking it possible to replay the
dialogue.An experimentalkessionstartswith a system
introduction,a readingof a soundcalibration sentence
and eight phonetically rich referencesentencesEach
subject is provided with three information retrieval
scenariosFourteendifferent scenarioshave beenused
altogether, the first one being the same for all subjects.

Sofar 66 different subjectsof which 17 arefemale,
have participatedin the data collection sessions.The
majority of the subjects 43, were 20-29yearsold while
4 were 30-39,10 were40-49and 9 were morethan 50
yearsold. Most subjectsaredepartmenstaff and under-
graduatestudentdrom the schoolof electricalengineer-
ing and computer science.Some 200 scenarioshave
been recorded corresponding to 1900 dialogue
utterancesor 9200 words. The total recording time
amountsto 2 hours and 16 minutes. There are more
than 600 differentwordsin the materialbut 200 suffice
to cover92% of the occurences.The meannumberof
utterancesfor a scenariois aboutten and the mean
lengthof anutterancds five to six words. The dialogue
is unrestrictedn orderto stimulatea naturalinteraction
and to encourageuser initiatives. However, subjects
haveprovenvery co-operativewith few exceptionsand
answeredsystemquestionsnot using the opportunityto
abruptly changethe topic. Restartsare not as common



as expected and can tmeindin lessthan3% of the dia-
logue utterances.

In the label files, extralinguistic soundsare tran-
scribed manually and labeled as interrupted words,
inhdations, exhalations,clicks, laughter, lip smacks,
hesitdions and hawkings. Inhalations, often in
combindion with a smack, are the most common
extralinguistic events. Inserted vowel soundsare also
labeled.This kind of soundoccurswhen a consonant
constriction is released.Vowel insertion and other
extralinguistic sounds seem to be speaker specific
features.

7. SUMMARY

The work on the Waxholm systemis still in progress.
The interactive development method, with Wizardaf
simulationshasgiven us a deeperunderstandingf the
special needs in a spoken language dialogue system.
The unconstrainedccharacterof the task limits the
performance ofhe speeclrecognitionmodule.Thisis a
challenge for further improvement tife system.Candi-

date reordering is expected to raise the recognition accu

racy. Another possibility is to use dynamic language
models, dependent on the previous dialogue.

Visual facesynthesicomplementshe speectsignal
and is expectedto raisethe comprehensiorof spoken
messages from the system.

The collected corpus containspectrumof different
typesof dialoguestructure speakingstylesand speaker

characteristics. Analysis of these data will help us model

the dialogue and continue to improve the speech
recognition performance.
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