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ABSTRACT
This paper describes some studies on the effect of the
system vocabulary on the lexical choices of the users.
There are many theories about human-human dialogues
that could be useful in the design of spoken dialogue
systems. This paper will give an overview of some of
these theories and report the results from two
experiments that examines one of these theories, namely
lexical entrainment. The first experiment was a small
Wizard of Oz-test that simulated a tourist information
system with a speech interface, and the second
experiment simulated a system with speech recognition
that controlled a questionnaire about peoples plans for
their vacation. Both experiments show that the subjects
mostly adapt their lexical choices to the system
questions. Only in less than 5% of the cases did they use
an alternative main verb in the answer. These results
encourage us to investigate the possibility to add an
adaptive language model in the speech recognizer in our
dialogue system, where the probabilities for the words
used in the system questions are increased.

1. BACKGROUND
If natural language is to be used in spoken dialogue
systems, problems can arise from the fact that there are
numerous ways of expressing the same thing, by using
different lexical items and/or different word order. This
can lead to problems in command language systems,
where the users are not forced to use only one term per
command. Studies show that there is a low probability
that two users of a command language system produces
the same term for the same command[1].

The preceding argument builds on the assumption that
people that engage in conversation indeed utilize their
lexical and syntactic repertoire in a varied and perhaps
even unpredictable way. Whether this assumption is valid
is of course an empirical question, the answer of which
will be important in the design of human-computer
dialogue systems. There are many theories about human-
human dialogues that could be useful for the design of
spoken dialogue systems.

Humans use language to perform many communicative
functions. In daily life spoken language mostly has an
interactional function - to establish and maintain personal
relationships, while written language mostly has a
transactional function - to transfer information[2]. There
are commonly agreeable facts about human-human
dialogues, for example: mostly one speaker talks at the
time; the order of speakers is not pre-determined; topic
shifts; conversations have variable length; there are
pauses and gaps in talks[3]. The main feature of a
dialogue that distinguishes it from a monologue is that
there are at least two partners who are contributing to the
discourse. The dialogue consists of turns, where turns
can be seen as spaces where speakers are allowed to
speak, and that are marked off by a speaker-shift. Turns
can have various components, from a single phone to
several utterances[3,4]. In dialogues there are regularities
in the ordering described as adjacency pairs, for example
Question-Answer. This simple structure is not always
applicable, there is often an insertion-sequence that
delays the Answer-part to a Question-part, until some
other question has been answered. There are two
simultaneous information channels in a dialogue: the
information channel from the speaker, and the back-
channel feedback from the listener. The back-channel
feedback indicates attention, attitudes and understanding,
and its purpose is to support the interaction.

The Speech Act theory was based on Austinís studies on
performatives, utterances that can be used to perform
acts. The theory was further developed by Searle, who
defined illocutionary acts, like requesting, informing and
promise[5, 6]. Sinclair & Coulthard defined a discourse
grammar that used exchanges instead of turns as basic
unit of discourse, which have acts and moves as their
single-speaker units. Moves are interactive units that
indicate what an utterance does in the discourse; and they
consist of one or more acts that indicate what the speaker
means at a specific point in discourse. Their acts are
different from the speech acts used by Searle and Austin
in that they emphasize the role of the situation[7]. A turn
is what the speaker says as long as he holds the floor,
while a move is what the speaker does in a turn[8].
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Another fairly well agreed upon finding is that most
human dialogues are characterized by co-operation.
Grice defined the Co-operative Principle: "Make your
conversational contribution such as is required, at the
stage at which it occurs, by the accepted purpose or
direction of the talk exchange in which you are
engaged", which is manifested in the maxims of
Quantity, Quality, Relation and Manner[9]. To this end,
the participants establish a common ground from their
past conversations, their immediate surroundings and the
current dialogue. Speakers co-ordinate their use of
language with other participants in a language arena in
two phases: first an utterance is presented, which is then
accepted when the receiver signals that he has got the
information. The acceptance is acknowledged by
feedback words like "OK", paraphrases of the presented
utterance, or by implicit acknowledgement, which could
be made by reusing the terms the participant used. The
participants in a dialogue try to minimize their
collaborative effort, the work both do from the
initialisation of a contribution to its mutual
acceptance[10, 11, 12, 13].

Furthermore, studies of human-computer dialogue show
that variability between conversations is high, but it is
relatively low within conversations. Brennan suggests
that this is because people mark their shared
conceptualizations by using the same terms, lexical
entrainment. To investigate if these phenomena from
human-human conversations also could be found in
human-computer dialogues, Brennan performed some
Wizard of Oz-tests were people queried a database with
written or spoken natural language. If the user referred to
an object with a different term than the system, it
corrected the user, either by embedding its own term in
the answer, or by explicitly asking the user if the
different terms were the same. The test showed that
people almost always adapted their terms to the systems
term if the correction was exposed in an extra dialogue
turn. In the case of embedded corrections the adaptation
to the system terms was smaller, and lasted shorter. An
interesting result was that the adaptation according to the
embedded corrections was greater for spoken than for
written input[14].

2. ADAPTATION IN WAXHOLM
The inclination for human adaptation, in human-human
as well as human-computer dialogue noted by Brennan
and discussed above is also found in the Waxholm
system, the spoken dialogue system developed at the
Department of Speech, Music and Hearing at KTH. In
this spoken dialogue system users can ask about the boat
traffic and other touristic information in the Stockholm
archipelago[15]. Initially in the Waxholm project speech
and text data was collected with a Wizard of Oz system
where only the speech recognition was simulated. A total
of 198 dialogues from 68 subjects were recorded. Studies
of these dialogues show that the users were very co-
operative when the system asked for information. We

studied the user answers to system questions including
the word "Âka (go, travel)", for example "Var ifrÂn vill
du Âka? (Where do you want to go from?)". There were
503 such dialogue turns, and in 60% of the cases the user
answered with an ellipse, such as "frÂn Stockholm (from
Stockholm)". In 37% of the cases the subjects answered
with complete sentences including a reuse of lexical
items from the question, for example "jag vill Âka pÂ
fredag (I want to go on friday)". Only in 3% of the cases
the subjects responded with utterances that did not
include reuses or ellipses. In most cases these were
answers like "jag vet inte (I don't know)". Only once did
the subject answer with an utterance that included the
synonymical word "resa" instead of "Âka", "jag ville resa
pÂ fredag (I wanted to go on Friday)" and only in one
case did the subject seem to change the subject by saying
"jag vill bo pÂ hotell (I want to stay in a hotel)". This
actually was no change of subject, but due to a
recognition error in a earlier dialogue turn.

Our results are in accordance with other studies that
show that subjects who interact with computers only
supply the information that was asked for, using a simple
language without politeness items, indirect speech acts,
and only use few anaphora or pronouns. This could be
because people expect that computer systems only can
cope with simple dialogue structures, and that according
to their mental model, dialogue systems are only simple
retrieval systems where an input by the user retrieves an
output from the system. Users will most probably adopt
their vocabulary if they can detect the system's
vocabulary[16,17,18,19,20,21]. The current trend in
speech recognition system is to have very large
vocabularies, which might decrease the performance.
There have been approaches in recognition to capture the
bursty nature of language by letting the recognizer cache
words that occurred in the subject's past utterances and
increase their probabilities in the system's language
model[22,23]. We would like to extend this by also
making use of the utterances produced by the system.

3. EXPERIMENT 1
To test if people adopt their lexical choice we designed a
Wizard of Oz-test that simulated a dialogue system
similar to Waxholm, where the system asked the user
about destination, departure place, departure time,
number of travellers, way of payment and planned leisure
activities. The subjects were given the impression that
they used a telephone version of a Waxholm-like system,
where all system responses were synthesized speech. The
subjects were not aware that the responses were
generated by a human researcher who used an interface
where all system responses were represented on buttons
on the screen. This approach was chosen to make the
dialogue faster and to make the systems utterances more
consistent. The 35 questions used in the test were
designed to be general, varied in lexical choices, varied
in syntactic complexity and clear enough to avoid meta-
communication.
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The most frequently used term for go is "Âka", which was
noticed in the Waxholm system where 64 of the 198
dialogues begun with a user question that included the
word "Âka", while only one question contained the word
"resa". To check if people would change their preferred
term, 12 of the questions in the test contained either the
word "resa" or the word "Âka". Since we had found that
people using the Waxholm system often replied with
ellipses without the verb, we included some utterances
like  "Jag klarar bara av hela meningar (I can only cope
with complete sentences)", that would generate responses
with a verb. To be able to respond to simple questions
from the user some system answers  was also included,
for example "BÂtarna gÂr frÂn Strˆmkajen (The boats
depart from Strˆmkajen)".

3.1. Results of experiment 1

The results of analysis of the 128 answers from 9
subjects show that people reuse terms from the system
questions. An analysis of the answers to all types of
questions shows that 36% contained reuse of words from
the question, about 38% of the answers contained
ellipses or were simple answers to yes/no questions. Only
in 17% of the cases the usersí answers did not include
any word from the question, and in 9% the subject did
not answer the question. The responses to the questions
including the word "Âka" had the same number of
ellipses and reuses as in the analysis of the Waxholm
database. The most promising result of the experiment
was the responses to questions including the word "resa".
The subject reused the word "resa" in 35% of their
responses, while they only used their preferred word
"Âka" in 19% of the responses. In 8% of the cases the
subjects did not answer the question, but said something
like "jag hˆrde inte frÂgan (I didnít hear the question)".
Encouraged by our preliminary results we designed a
second experiment to further investigate these matters.

4. EXPERIMENT 2
The first Wizard of Oz experiment that simulated an
information retrieval system, led to problems because
subjects tended to take the initiative and question the
system themselves instead of answering the system's
questions. In a second experiment we decided to make
the task more guided towards answering questions by
letting 26 subjects use a system that simulated a
questionnaire about how they would like to spend their
vacation. The system was said to be fully automatic using
speech recognition and synthesis. In this experiment we
wanted to investigate the reuse of the main verb in the
question. In order to do this 39 questions were designed
that included a verb that could be varied, for example
"Hur ofta brukar du vandra/strˆva  i skogen? (How often
do you hike/stroll in the woods?) ". Some of the
questions included unusual choices of the desired verb
like "Skulle du vilja luncha pÂ en sk‰rgÂrdsbÂt?". The
system prompted the questions with either pre-recorded
synthesized speech or human speech. In the experiment

the subjects first got an oral introduction by the chosen
voice, where they were asked to use complete sentences
in their answers since the recognizer preferred these. In
order to get used to the system voice the subjects were
then asked 5 general questions about age, sex, origin,
occupation and place of residence. The subjects used a
graphical interface with a push-to-talk button. If the
recording was too loud or soft, a third system voice told
them to repeat. In the actual experiment they were asked
a selection of 30 of the 39 questions with a delay of
about 1 second between each question.

4.1. Results of experiment 2

Analysing the 771 answers from the 26 subjects revealed
an even stronger trend than the one found in the first
experiment. This was probably due to the more restricted
task of only answering prompted questions. In this way
most of the utterances produced by the subjects were
actually answers to the system questions. Another
difference was that the subjects in the second experiment
got an oral introduction where they were asked to use
complete sentences. The general result was that people
often were very co-operative in their answers, and they
actually answered the question 98% of the cases. The
most co-operative subjects simply remodelled the
question into an answer by changing the word order of
the question, only adding a few words or phrases, for
example:
[yes | no] [I would [not] like to] [REORDERED QUESTION]

Three subjects mostly answered with ellipses instead of
the complete sentences, that they were instructed to use
in order to make the task easier for the computer. This is
not surprising since it is the simplest way to answer and
the most commonly used by the subjects in the first
experiment. Some subjects used other types of answers
with a more varied language. Most of these, 60% of
cases, where a simple yes or no answer, where the
subject added some phrases for example: "nej, det tror
jag inte (no, I donít think so)". They said that the reason
for this was that they had been instructed to answer with
complete sentences, and this was the only way they could
construct a complete sentence as an answer to these
questions. The total distribution of answer types is shown
in Table 1.

Table 1. The total number of answers of different types.

Type of answer Percentage of all answers

Reuse 51
Ellipse 18
Other 24
No reuse 4
No answer 2

There were 36 different main verbs in the systemís
questions that was supposed to be adopted by the
subjects. The subjects only used another main verb as
reply to questions with 11 of these. In about one third of
these cases the subject used the phrase "tycker om"
instead of the word "gillar".
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The variability on the answers from the different subjects
was large, but the variability on the answers from each
subject was relatively low, which corresponds to the
findings of Brennan. Figure 1 shows the distribution of
the different types of answers from the subjects. As can
be seen in this figure most subjects tried to adjust their
answers by reusing large parts of the question, while only
a few use their preferred way of answering using ellipses
and sentences including yes or no.

Figure1.Distribution of answer types from each subject.

Interviews with the subjects revealed that the subjects
found it hard to answer the questions with complete
sentences. Only half of the subjects noticed that they
reused the vocabulary of the system. Most of the subject
did this because they said it was the easiest way to
produce an answer that the system understood.

5. CONCLUSIONS
Our experiments show that people adapt their answers to
the system questions, using both the vocabulary and the
structure. In the second experiment the task was to
answer questions using complete sentences, if possible.
This made the subject think that the linguistic capacity of
the system was low and they had to adapt their language
accordingly. This computer adjusted language could be
seen as a special case of receiver-adjusted talk like
motherese, the language use by mother to their babies.
This computer-adjusted talk could consequently be
called computerese. This way of talking is highly adapted
to the capacity of the used system: if the system seems to
prefer complete sentences the subject reuses large parts
of the questions to construct the answer; and if the
system uses simple sentence structures the answer is
constructed mainly by ellipses. It would be interesting in
a future study to compare this Computerese with other
receiver-adjusted speech like Motherese and
Elderspeech.
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