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Abstract

This paper describes how speakers adapt their language during
error resolution when interacting with the animated agent Pixie. A
corpus of spontaneous human-computer interaction was collected
at the Telecommunication museum in Stockholm, Sweden. Adult
and children speakers were compared with respect to user
behavior and strategies during error resolution. In this study, 16
adults and 16 children speakers were randomly selected from a
corpus from almost 3.000 speakers. This sub-corpus was then
analyzed in greater detail. Results indicate that adults and children
use partly different strategies when their interactions with Pixie
become problematic. Children tend to repeat the same utterance
verbatim, altering certain phonetic features. Adults, on the other
hand, often modify other aspects of their utterances such as
lexicon and syntax. Results from the present study will be useful
for constructing future spoken dialogue systems with improved
error handling for adults as well as children.

1. Introduction

With few exceptions, spoken dialogue systems developed so far
have been designed for adult users. However, a growing number
of adolescents and children are likely to access speech based
systems in the future. Previous studies have shown that children’s
voices are more variable in terms of acoustic-prosodic features as
well as more disfluent when compared to adult speech [1, 2]. As a
consequence, conventional speech recognizers, trained mainly on
adult speech, have difficulties handling children’s voices [3, 4].
Moreover, it appears that children overall employ partly different
strategies when interacting with dialogue systems than adults do.
A Wizard-of-Oz study has indicated that younger children use less
overt politeness markers and verbalize their frustration more than
older children do [5]. It has also been shown that children’s user
experience is improved if they can communicate with a system
with a ‘personality’ and that they benefit from being able to chose
from several input modalities [6]. Recent studies with a simulated
system have also shown that children adapt their response
latencies [7] as well as their amplitude [8] to that of their
conversational partner, in this case different TTS voices.

As speech technology develops, spoken dialogue systems will
be used to perform increasingly difficult tasks. The demands on
these systems to be robust enough to handle real-life
environments and mobile users are also increasing. Most
commercial applications developed to date have focused on users
in a relatively quiet and controlled environment, such as a home or
an office. During the last few years, however, spoken dialogue
interfaces intended for public settings have also started to emerge.
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les are systems for information-retrieval tasks over the
ne and call routing [9-11] and information kiosks in public
[12, 13]. In such systems, the outside environment is a
hich is potentially very difficult for the system to assess
dle.
en children begin to use speech-based systems, it is
y that they will want to sit in a quiet office and dictate.
, kids will probably want to play portable games or access
ation in a variety of environments. The challenge involved
loping spoken dialogue systems for children is therefore
hildren’s spoken language is inherently more difficult to
and the systems used by children will be exposed to

e settings.
this paper, we describe a speech corpus collected with the
ystem. This system invites members of the general public,
e visitors at the Telecom museum of all ages, to engage in
dialogue with the animated agent Pixie. So far, the Pixie

consists of 35.000 utterances of spontaneous
ter-directed speech, out of which 25.000 have been
aphically transcribed and labeled. In this empirical study,
s on how users of the Pixie system alter certain features of
eech when they encounter a communicative failure. In the
sly developed August spoken dialogue system, the general

was also asked to interact with an animated agent. August
experimental and fully functional system, which was used
ct a database of more than 10.000 spontaneous utterances

dish. Studies of the August corpus indicated that adults and
n use partly different strategies when their interaction with
ated agent becomes problematic [13, 14]. In this article,
ces between children and adult speakers’ reactions to

in publicly exhibited systems are once again examined.
ompared to the August system, Pixie has a more controlled
and well-defined speaker database. This makes it possible
y longer sequences of child and adult dialogue behavior in
ly functional system.

2. The Pixie system

ie system is placed in the permanent exhibition ‘Tänk Om’
If’), where visitors can experience a full-size apartment of

r 2010. The animated agent Pixie (see Figure 1) with whom
rs interact in spoken Swedish is supposed to visualize an
ied speech interface to both information services and home
in this apartment. Visitors enter the exhibition in groups of

5. Before entering, they must provide the system with some
l background information such as age and gender. This

ation is stored in the system’s database and simultaneously



Figure 1 Children interacting with the Pixie system at

encoded into a smart card. To begin with, the visitors watch a film
which introduces the apartment and Pixie. Next, they enter the
apartment where twelve computer screens have been built into
walls and tables, enabling the visitors to interact with Pixie by
talking into handheld microphones. With all twelve screens
potentially being used at the same time, and people
simultaneously speaking to each other, the acoustic environment
is very challenging. The visitors are asked to either help Pixie
perform certain tasks in the apartment or encouraged to ask the
agent general questions about herself or the exhibition. The Pixie
agent and a few young users interacting with the system can be
seen in the figure.

3. Corpus, coding and analysis

So far, after the first 6 months of recordings, about 35.000
utterances of spontaneous computer-directed Swedish have been
collected. Out of these, 25.000 utterances were manually
transcribed at the word level as well as labeled with tags for
exaggerated pronunciation in terms of loudness and
hyperarticulation. In the transcribed database as a whole the
number of speakers is 2885, and the average number of utterances
per speaker is about nine. The utterances where someone other
than the smart card holder appeared to be speaking were tagged
with “wrong speaker”. These utterances were excluded from the
database.

To be able to examine whether the users’ speaking rate
increased or decreased during error handling, all utterances were
acoustically analyzed. From the corpus of transcribed and labeled
data, we took out 15.000 utterances from dialogues with more
than five turns. The segmentation of the speech material into
words and phonemes was achieved by means of an automatic
alignment algorithm [15]. The input to the auto aligner is a speech
file and a verbatim transcription of the speech. The output consists
of two tiers marking words in standard orthography, and
phonemes, respectively. The phoneme tier is supplemented with
lexical prosodic features such as primary and secondary stress and
word accent type (i.e. accent I or II). The grapheme-to-phoneme
conversion, as well as the lexical prosodic markup was
accomplished with the KTH text-to-speech system.

Our main interest in the current study was to examine users’
error handling strategies in longer sequences of human-computer
dialogues. To be able to examine other phonetic features and
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Table 1
the Telecom museum in Stockholm

e strategies in greater detail, we made yet another selection.
he 15.000 aligned utterances, we randomly extracted 16
d 16 children speakers whose interactions with the system

ed of between 15 and 25 user utterances. The children in
section of the corpus were between the ages of 9 and 12.
e adult and child groups were gender balanced.
mentioned above, users engaged in two types of dialogues
xie. In the system-driven domain dialogues, speakers were
o help Pixie perform certain tasks in the apartment. In the
iven social dialogues, speakers could ask the agent
ns about herself, the home of the future, or the exhibition.
rpus of 32 speakers was also transcribed at the dialogue
ith the following tags for each user utterance: Normal,
rror, repetition and rephrase. Normal were all utterances
re part of the typical interaction with Pixe, meta were
nts about the system or dialogue itself, non-cooperative
tterances in which speakers refused to answer the system
ns, repetition were verbatim repetitions of the previous
ce and rephrase all non-verbatim repetitions and
ings. We also labeled the dialogue for how the system’s
s turn had affected user behavior, inserting the following
each user utterance: Correct, rejected and wrong. Correct

e label used when the user’s previous turn was correctly
by the system, rejected was used when the speech

ition confidence score was too low which led to system
s such as “I didn’t hear/understand you” and wrong was
the cases where there was a misrecognition which led to

ong response. In Tables 1a-c below, three examples of
user utterances are shown. In these examples, a child and

ults interact with Pixie in the social phase of the dialogue.

e did the family go? normal

e did the family go? repeat

u know where the family went? rephrase

u know where the family went? repeat

u know where the family went? repeat

e did the family go? rephrase

a A child speaker interacting with Pixie
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I want water in the bathtub normal

Turn on the faucets rephrase

Turn on the water rephrase

Turn on turn on the water faucet rephrase

Table 1b An adult speaker interacting with Pixie

How old are you? normal

Eh you have big ears where do they come from normal

Eh well now I don’t know what to say but meta

What do you do in your spare time? normal

When does the exhibit close? normal

What sorts of things do you eat? normal

Table 1c An adult speaker interacting with Pixie

Finally, a subjective measurement of perceived speaking loudness
was individually assigned to each utterance. Here, we used the
labels low, normal, high, very high and scream. Subjective
measures of hypo- and hyperarticulation were added, as well as
labels for mispronunciation and ‘silly voices’.

4. Results

Our analyses indicate that adults and children use partly different
strategies during error handling with the Pixie system. When the
dialogue fails, speakers often make one or several attempts to
resolve the problem and make themselves understood. As can be
seen in Figure 2, children often repeat the same utterance several
times. Adults, on the other hand, tend to rephrase their original
utterance instead of repeating it verbatim. In the user-driven social
dialogues, this pattern is especially clear. When Pixie had failed to
interpret their original utterance correctly, adults would attempt to
rephrase it or simply move on to the next query. The latter strategy
is exemplified in Table 1c above.

Figure 2 Percentage of all utterances in each category labeled as
normal, repeat and rephrase

A closer examination of the utterances labeled as rephrase reveal
interesting differences between adults and children within this
group. When children rephrase their previous utterance they
typically add or take away a non-content word. That is, they
seldom or never modify the phrase structure or lexical content of
the utterance. Table 1a is an example of this type of repetitive
sequence, where a child goes back and forth in her efforts to
convey her message to the system. When adults rephrase a
previous utterance, however, different patterns can be seen.
Instead of being near-repetitions, these sequences often contain
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changes in lexicon and/or phrase structure; see the
e in Tables 1b. In this sequence, the adult tries several
f expressing what she wants done, and modifies her lexical
repeatedly.

ring repetitive sequences, users often modify different
c-prosodic features of their speech. As shown in Table 2
children’s utterances in all categories were judged as

rticulated to a higher degree than adults’. The utterances
as normal were hyperarticulated almost twice as often for

n when compared with adults. Half of the adults’ verbatim
ons were hyperarticulated, while the corresponding figure
dren is almost three-fourths.

normal repeat rephrase

16% 50% 28%

n 29% 74% 41%

2 Percentage of hyperarticulated utterances for the
t utterance types

be seen in Figure 3, children more often use loudness as a
distinguishing repetitions and rephrases from original

ces. While the adults’ utterances were never labeled with
, children frequently raised their voices and shouted during
teraction with the animated agent.

3 Perceived speaking loudness for different utterance types

corpus of 15.000 aligned utterances, verbatim repetitions
ompared to original utterances. The automatic alignment
m had a high precision at the segmental level. However,

gh acoustic environment with both visitors and other Pixie
talking in the background made the silence detection quite
his meant that both original and repeated utterances had to
ually corrected. All in all, 392 repetitions from children
7 repetitions from adults were analyzed. The repetitions
n average 29% slower than the original utterances. For
n, the repetitions were slightly more than 30% decreased in
g rate overall. For adults, the repetitions in the domain
es were also about 30% slower, while the repetitions in the
ialogues were 22% slower.
system’s previous utterance also affected user strategies
Pixie corpus. When the system had said “I didn’t

and/hear you” in the previous turn, the speaking rate was
ed for both adults and children. Again, this adaptation of
g rate was more exaggerated for children. This decrease in
g rate is of course related to the fact that the repeated



utterances often were hyperarticulated. When longer sequences
were analyzed, original utterances appearing at the beginning and
end of the dialogues were not significantly different in terms of
speaking rate. The adaptation of speaking rate that occurs is local,
primarily affecting the utterance following a problematic turn.

Children sometimes found it difficult to pronounce some of
the options given to them in the system-driven domain dialogues.
11% of the children’s utterances in certain difficult dialogue turns
contained mispronunciation. Finally, children speakers
occasionally modified their manner of speaking by using ‘silly
voices’. Extreme modifications of voice quality and cartoon-like
speech imitations characterize these utterances, which occurred in
4% of all cases.

4. Discussion
Collecting spoken dialogue data in a public environment is a
challenging task. It is difficult to maintain control of all variables
as large quantities of human-computer dialogues are recorded in a
stand-alone system. In the Pixie system, the smart cards used for
registration and interaction proved to be a robust solution to the
problem of assigning user identity, age and gender. In a noisy
environment with multiple dialogue systems running in parallel,
speech recognition and silence detection becomes problematic. In
order to develop a speech recognizer that is robust enough to be
used in public, it is necessary to train new acoustic models based
on data from real-life settings. However, speech detection and
automatic alignment methods are less reliable for this kind of data.
Until better models are available, we must use labor-intensive
manual methods for preparing speech data from public settings for
training purposes.

Several aspects of the Pixie system contributed to the patterns
of dialogue behavior presently described. The acoustic
environment is clearly one such factor, since the general noise
level in the exhibition area was quite high. Children visitors often
came in larger groups, with many kids simultaneously talking to
Pixie and other visitors in the room. This can partly explain why
children hyperarticulate and raise their voices to such a degree
during their interaction with the animated agent. Furthermore, the
dialogue design of the system was not tailored for young children
and it was sometimes hard for these users to know what to say or
(in the system-driven part of the dialogue) to pronounce the
options available.

Children and adults react to system errors in different ways. In
the repetitive sequences, this can partly be explained by the fact
that it appears to be easier for adults to come up with ways of
rephrasing their utterances. Children have not yet perfected their
language skills, and sometimes fail to come up with an alternative
way of expressing a request. It is more difficult for children to
modify lexical content and syntactic structure, and they therefore
tend to repeat the same thing over and over again or make only
minor modifications to their previous utterance. For both adults
and children, verbatim repetitions are often hyperarticulated,
increased in loudness and longer in duration. However, children’s
pronunciation is more exaggerated in these respects. Furthermore,
when the system fails to understand them adults often move on to
the next question in the social dialogues. Children are often
persistent in trying to get the system to understand their questions
in both domain and social dialogues.
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from the present study indicate that children and adults
ferent strategies during error handling with a publicly
ed spoken dialogue system. Children often repeat the same
ce verbatim several times, while modifying their manner of
g. Adults also have access to other dialogue strategies, and

dapt their lexicon and/or syntax to meet what they believe
he limitations of the system. More research is needed to
e our knowledge of the differences between adult and
n behavior during error resolution in spoken dialogue
s. For the development of future systems, it is worth
ring that children may need more support and guidance

hey interact with a spoken dialogue system.
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