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Abstract

Much of the research investigating the perception of speaker
certainty has relied on either attempting to elicit prosodic fea-
tures in read speech, or artificial manipulation of recorded
audio. Our novel method of controlling prosody in synthe-
sized spontaneous speech provides a powerful tool for study-
ing speech perception and can provide better insight into the
interacting effects of prosodic features on perception while also
paving the way for conversational systems which are more ef-
fectively able to engage in and respond to social behaviors. Here
we have used this method to examine the combined impact of
filled pause location, speech rate and f0 on the perception of
speaker confidence. We found an additive effect of all three
features. The most confident-sounding utterances had no filler,
low f0 and high speech rate, while the least confident-sounding
utterances had a medial filled pause, high f0 and low speech
rate. Insertion of filled pauses had the strongest influence, but
pitch and speaking rate could be used to more finely control the
uncertainty cues in spontaneous speech synthesis.
Index Terms: speech synthesis, speech perception, expressive
speech synthesis, paralinguistics

1. Introduction
Reducing uncertainty is an important goal in communication,
allowing for smooth and coordinated interactions [1] and in or-
der to achieve this goal in a conversation it is necessary to con-
vey one’s level of certainty to others. There are a number of
ways of doing this in human communication. While the lexi-
cal content of utterances plays a large role [2], various prosodic
characteristics also make important contributions to judgments
of how certain or confident a speaker sounds. More specifically,
loudness [3], falling intonation (or absence of a rising intona-
tion) [3] [4], lower f0 [5] [6] and faster speech rate [7] [6] [3]
have been shown to correspond to perceived certainty. The pres-
ence of disfluencies such as filled pauses (e.g., um or uh) can
also convey uncertainty [4] [8] [6], and their influence seems to
interact with that of prosodic correlates of uncertainty [9] [10].

There is some evidence that the position of filled pauses
within a sentence may play a role as well. Dinkar et al. [8] have
found that the effect of filled pauses on perceived speaker con-
fidence seems to be somewhat stronger when they occur in the
middle of an utterance rather than the beginning. However, this
evidence comes in the form of small differences in the strength
of correlations between ratings of speaker confidence as mea-
sured by a handful of annotators and how often fillers occur in
a given position. Furthermore, the annotators rated videos of
the speakers and hence had access to visual information as well
when making their judgments. More research is needed to es-
tablish the role filler position plays, as well as its interaction
with prosodic features.

2. Related Work
The majority of previous work investigating the role of prosodic
features in expressing confidence or certainty has focused on
natural, mostly read speech. However, it is essential to also
study spontaneous speech. Perceptual analysis of spontaneous
characteristics of speech is traditionally done through one of
three methods: a) corpus-based studies using stimuli extracted
from ecologically valid, real-life speech recordings b) con-
trolled experiments using lab-recorded speech stimuli, prompt-
ing participants to mimic or re-enact certain desired charac-
teristics c) controlled experiments with acoustically manip-
ulated speech stimuli. Presenting listeners with previously
recorded spontaneous speech implies that researchers surren-
der a level of control when designing their experiments, which
makes rigorous hypothesis testing difficult. The problem with
the approach of specifically recorded stimuli is that many of
the studied speech phenomena are normally produced semi-
subconsciously, and when subjects are prompted to reproduce
speech featuring for example filled pauses in specific places
and with specified lengths, the recordings often sound acted
or forced and are not representative of real spontaneous speech
[11]. There is even neurophysiological evidence that acted emo-
tional speech is processed differently from authentic emotional
speech [12]. Laan [13] and Wagner and Windmann [14] inves-
tigated the effect of using scripted dialogues in studies where
their speakers re-enacted earlier spontaneous interactions in or-
der to investigate how changes in intonation, duration, and spec-
tral features are perceived. Finally, speech manipulation proce-
dures produce stimuli that often sound so unnatural that they in-
fluence listeners’ perception in ways that bias the conclusions of
the experiment. Moreover, many characteristics of spontaneous
speech are too complex and difficult to approximate by modi-
fying and manipulating recorded speech segments [15]. Even
if the manipulation is integrated in the synthesis system, its ap-
plication at the word level risks breaking prosodic constructs
which typically extend beyond the word level [16].

There have been several studies on making unit selection
TTS trained on read speech more spontaneous and expressive
by inserting fillers in its text input [17], [18]. When filled pauses
were inserted into utterances selected from spontaneous speech
corpora, no significant decrease in naturalness was observed.
Filled pauses have also been added to a read speech unit selec-
tion synthesizer in order to alter the perceived personality of the
voice [19]. Lasarcyk et al used an articulatory speech synthe-
sizer to synthesize utterances with varying certainty [20]. Their
stimuli consisted of one-word German utterances, with a rising
or falling pitch, that were preceded with or without an initial
filled pause, and with a long or short silence. They conclude
that these cues are additive, so that more uncertainty cues lead
to higher perceived level of uncertainty. The same additive ef-
fects have been found in the perception of turn taking cues [21].



We propose using spontaneous speech synthesis as a re-
search tool for speech perception. This approach allows for
controlled variation of both the linguistic content and the acous-
tic realisation. Our neural TTS [22] is built on ecologically
valid spontaneous speech data and enhanced with capabilities
to vary characteristics like breathing [23] and filled pauses [24]
independently, as well as producing laughter and smiling voice
[25]. In this paper we introduce implicit control of mean speak-
ing rate and mean pitch, on breath group or word level, to our
spontaneous speech synthesizer. This allows us to investigate
how varying these features influences the perception of paralin-
guistic information and speaker characteristics. In the current
study we will make use of our spontaneous TTS in order to in-
vestigate the interplay between filled pause location, speech rate
and fundamental frequency in the perception of certainty.

Hypothesis 1 : The contributions of filled pause location,
speech rate, and pitch to perceived certainty will be as follows:
Utterances with no filler will be rated as more confident, fol-
lowed by the initial and then medial filler position; faster speak-
ing rate will be perceived as more confident and slower speak-
ing rate as less confident; and lower f0 will be rated as more
confident while higher f0 is rated as less confident.

Hypothesis 2 : There will be an additive effect of filled
pause location, speaking rate and mean pitch on perceived
speaker confidence.

3. Data and synthesis

3.1. Data

The corpus used for voice building originates from the audio
recordings from the Trinity Speech-Gesture Dataset (TSGD)
[26], comprised of 25 impromptu monologues performed over
multiple recording sessions by a male speaker of Hiberno-
English. The monologues are on average 10.6 minutes long,
spontaneously and without interruption, on topics such as hob-
bies, daily activities, and interests. During the monologues, he
addresses a person seated behind the cameras who is giving vi-
sual, but no verbal, feedback. The monologues are separated
into breath groups to create the voice training data using the
approach described in [23], whereby consecutive breath groups
are combined to form overlapping utterances no longer than 11
seconds.

A breath or silent pause is the most probable location for
a change in style for a speaker, although a speaker might also
change the speaking style within a breath group or inter-pausal
unit. To improve the consistency of the prosodic features, we
identified these breaks in style through listening tests and where
necessary split a breath group in multiple style units. The
prosodic features are measured and summarised at the style unit
level to provide mid-level control that is not distorted by audible
changes in style within a breath group. In total, 284 additional
style units were identified in a total of 3725 breath groups used
in the corpus. Breaths, silent pauses and other style breaks are
further identified in the corpus with a separate lexical token, al-
lowing the system to include the prosodic features to the right
parts of the utterances in both training and inference through
identification of breaths (’;’), silent pauses (’,’), and style to-
kens (’|’).

3.2. System

The TTS system was trained using a modification of a PyTorch
implementation1 of the sequence-to-sequence neural TTS en-
gine Tacotron 2 [27]. The modification implements a style-unit-
level prosody control method, similar in approach to [28], to be
able to direct f0 and speech rate at inference. As the inputs,
speech rate (syllables/second) and mean f0 (measured over each
style unit and excluding breaths and silent segments) were nor-
malized. Normalization is performed by aligning the 1st and the
99th percentile points of the input data to the values of −1 and 1
respectively, while allowing outliers to go outside of that range.
Normalized values for both features are appended to each utter-
ance’s encoded text for the tokens belonging to that style unit.
The enhanced encoder output is then passed to the attention
and decoder blocks from a pre-trained model. Transfer learn-
ing based on a model trained on a large read-speech corpus has
been shown to improve the quality of spontaneous speech syn-
thesis [22], and similarly it benefits the training of a modified
TTS allowing prosody control to use a pretrained spontaneous
TTS as a basis.

For this study, a voice was first trained on the TSGD corpus
for 72.500 iterations using a pretrained model on the LJ Speech
corpus [29] for transfer learning. In order to fit the additional
features (speech rate and mean f0) to the model, the input di-
mension to the attention, LSTM, projection and gate layers in
the decoder are expanded in the relevant dimension by two. The
additional weights added to the model are initialized with zero
values. As such, at the start of the training the model evaluates
as the pre-trained model. This padded model was then used in
the modified system to train on the TSGD corpus with f0 and
speech rate features measured at the style unit level, for another
50.000 iterations. This method allows for modifying mean f0
and speech rate on utterance level based on the natural distribu-
tion of these features in the corpus, as opposed to direct manip-
ulation. The speech signal is decoded from the output using the
neural vocoder HiFi-GAN [30].

For inference, an interface was developed, allowing for easy
placement of filled pauses, laughter, breath tokens, and style
unit breaks in the input text and manipulation of the prosodic
features of individual breath groups or style units (Figure 1).

Figure 1: The web-based TTS interface

1https://github.com/NVIDIA/tacotron2



4. Evaluation
4.1. Stimuli

Stimuli were generated with the TTS system from 8 utterances
of doxastic semantic modality: beginning with the phrase “I
think”, and containing either an initial filled pause (uh), a me-
dial filled pause, or no filled pause. The locations of the medial
pauses were chosen based on a native speaker’s judgment of
which position within each sentence made most sense semanti-
cally. Each version was synthesized with combinations of high,
medium and low f0 and speech rate for a total of 216 different
stimuli2. During training, values of -1 and 1 corresponded to the
1st and 99th percentile of the two normalized prosodic features
in the training data. In order to achieve more perceptually clear
low, medium, and high values, we set these prosodic features to
-1.5, 0 and 1.5. The low and high settings produce stimuli that
are moderately higher and lower in pitch and speaking rate, but
without the artificial effects that accompany direct manipulation
of the waveform, since these are based on the natural range of
the speaker’s actual realizations.

Table 1: Example of a test utterance, filled pauses are in bold.

Filled
Pause Utterance

None I think that’s the more accurate version.
Initial Uh, I think that’s the more accurate version
Medial I think that’s the more uh, accurate version

4.2. Acoustic features

In order to ensure that high, medium and low speech rate and
fundamental frequency were realized in the stimuli as intended,
these features were measured using Praat [31]. Mean f0 was in-
deed highest in the high f0 condition (146.88) followed by the
medium f0 condition (122.17) and lowest in the low f0 condi-
tion (106.82). Analysis of variance showed that the effect of f0
category on measured f0 was significant, and pairwise compar-
isons using the Šidák correction showed a significant difference
between each of the three categories, p < .001. Speech rate in
syllables per second was 3.24 in in the low speech rate condi-
tion, 3.57 in the medium speech rate condition and 3.84 in the
high speech rate condition. Since speech rate measurements can
be skewed by the actual words used and the presence of fillers,
we compared utterances with matching content in our analysis.
A linear mixed effects model with individual sentences treated
as a subject variable showed that measured speech rate was sig-
nificantly different across categories for each filler position, and
pairwise comparisons corrected for familywise error with the
Šidák correction confirmed that all three speech rate categories
differed significantly from one another in measured speech rate,
p < .01.

4.3. Perception test

The stimuli were evaluated using a web-based listening task.
Thirty-five participants recruited via Prolific were asked to lis-
ten to and rate each item on a sliding scale anchored with “very
hesitant” at the far left, “neutral” in the center and “very con-
fident” to the far right. Participants responded by moving the
slider, which began in the central position. The rating scale

2Audio samples: www.speech.kth.se/tts-demos/interspeech2022
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Figure 2: Mean certainty ratings by stimulus. Relative f0 scores
are obtained by dividing the measured f0 of an individual sam-
ple by the mean over all realisations of an utterance (with vary-
ing prosodic features and fillers).

ranged from 0 to 100 with increments of 1, but participants did
not see numbers when rating the stimuli.

5. Results

One participant was excluded from the final analysis because of
several restarts of the experiment. A within-subjects factorial
analysis of variance was conducted to evaluate the effects of
fundamental frequency, speech rate and filler position on stim-
ulus rating. F and p values are shown in Table 2. All three
main effects were significant, and pairwise comparisons using
the Šidák correction showed significant differences between all
levels of each independent variable.

As shown in Figure 2, stimuli were rated as sounding most
confident when no filler was present, and most hesitant with
a medial filler. A faster speech rate and lower f0 were associ-
ated with greater confidence. In addition, there was a significant
interaction between f0 and filler position. Tests of simple main
effects of f0 at each level of filler position showed that the differ-
ence in ratings between low and medium f0 was significant only
in the no filler condition. There was also a significant three-way
interaction between filler position, speech rate and f0. The rela-
tionship between speech rate and f0 varied as a function of filler
position.

Table 2: Summary of effects

effect F sig.

filler position 598.35 < .001
f0 99.23 < .001

speech rate 52.18 < .001
position * f0 4.50 < .001
position * sr 2.23 .18

sr * f0 1.89 .11
position * sr * f0 5.01 < .001



Figure 3: Mean certainty ratings for the input combinations

6. Discussion
All three of the features investigated (f0, speech rate and filled
pause location) appear to have affected the perception of con-
fidence in synthesized speech in accordance with Hypothesis
1. Synthesized speech sounded more confident when the funda-
mental frequency was lower and speech rate was higher, and the
addition of filled pauses lowered perceived confidence, espe-
cially when the filled pause occurred in the middle of the utter-
ance instead of at the beginning. Adjusting the presence and lo-
cation of filled pauses produced the greatest changes in ratings,
suggesting that this may have been the most impactful of the
three cues, however the general trend seems to confirm Hypoth-
esis 2 regarding the additive nature of these effects. The highest
confidence ratings were for a combination of fast, lower-pitched
speech with no filler, while the lowest ratings of speaker confi-
dence were seen with a combination of slow speech rate, high
f0 and a medial filler, see Figure 3.

The effect of fundamental frequency also interacted with
filled pause location, and was more pronounced when filled
pauses were absent, perhaps because more fine-grained varia-
tions were more apparent in the absence of the very salient cue
provided by filler position. This did not seem to be the case for
speech rate, however, as its effect seems to have remained con-
stant even when a more salient cue was available. When the in-
teraction between f0, speech rate and filler position is taken into
account, however, the picture concerning speech rate is some-
what different. Ratings of low-f0 utterances were more strongly
affected by speech rate (with slower utterances rated as less cer-
tain and vice versa) when fillers were absent. When fillers were
present, some combinations of speech rate and f0 also corre-
sponded to smaller differences in ratings. So it appears that
while filled pauses do not override the effect of speech rate on
perceived speaker confidence, and in fact these three features
generally seem to have an additive effect, some specific config-
urations of acoustic features associated with confidence may be
perceived more readily in utterances without a filled pause.

One prosodic cue for confidence that we did not investi-
gate directly is utterance-final change in f0. Because of the way
our system synthesizes different levels of pitch and speech rate
based on the distribution of these features in the training data,
each utterance has somewhat random variations in intonation.
Rather than controlling pitch and speaking rate explicitly, we
control it implicitly by allowing the system to meet utterance-
level constraints on pitch and speaking rate in a way that is con-
sistent with the speaker’s behavior in the training data. This
means that some of our stimuli contained a rise in pitch at the
end while others did not. In fact, one way in which the sys-
tem may have achieved an overall rise in f0 over the utterance

is with a rise in pitch at the end of the utterance. While investi-
gating the contribution of intonation to perceived certainty was
not within the scope of this study, this should be considered in
future work.

Another consideration is that the medial filled pause posi-
tion used in our study actually encompasses a range of positions
relative to the beginning and end of the sentence. Our findings
could be expanded upon by looking in more detail at how more
fine-grained changes in the position of a medial pause and its
relation to syntactic structures affect perception.

7. Conclusions
Using synthesized spontaneous speech as a research tool, we
were able to transcend some of the limitations of previous re-
search on the role of filled pauses and prosodic features in
influencing perceptions of speaker certainty. While much re-
search investigating prosody in speech perception relies on lab-
recorded speech, very short synthesized utterances or acous-
tically manipulated recordings, our system generated stimuli
with the characteristics of spontaneous speech yet also allowed
for more sophisticated control of prosody than would be pos-
sible by altering these features in recorded samples. To our
knowledge, this is the first time this novel method of control-
ling speech rate and fundamental frequency has been utilized
for studying speech perception. We found that filled pause loca-
tion, mean f0 and speech rate contributed additively to listeners’
perception of speaker confidence in synthesized utterances. The
different contributions of these, as visualized in Figure 2, indi-
cate that developers of future conversational systems could use
filled pauses to get large variation in perceived uncertainty, and
then change fundamental frequency and speaking rate for more
fine-grained control. Future studies should look more closely at
how other prosodic features such as intonation or voice quality
interact with the features investigated here, as well as the role
of semantic content and perhaps the different functions of filled
pauses (e.g., as a reflection of cognitive load and searching for
a word versus expressing a hesitant attitude).

Speech synthesis will likely become an increasingly
promising tool for studying speech perception as it increases in
sophistication and flexibility, allowing for even more fine-tuned
control of prosody. This will allow us to learn even more about
the ways in which prosody contributes to judgements about a
speaker’s attitudes, emotional state or personality traits in con-
junction with other aspects such as content and speaker charac-
teristics (gender, age, etc.). And even as speech synthesis can
inform our understanding of speech perception, learning more
about the acoustic correlates of paralinguistic information could
help us build conversational agents which are more adept at per-
forming and responding to social behaviors.
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