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Preface 
 
 
This volume of QPSR, the 51th in a long series of KTH publications, contains the 31 
contributions to Fonetik 2011, the annual Swedish Phonetics Conference. It has been 
organised since the mid 1980’s by different university departments involved in phonetics. 
This time the Department of Speech, Music and Hearing at KTH hosted the conference which 
was held on June 8 – June 10, 2011 at KTH 
 
The conference was attended by close to 75 participants, mainly from Sweden and the other 
Nordic countries. Fonetik 2011 displays a variety of topics reflecting the wide range of 
activities in this field. 
 
We thank all the contributors for their co-operative work to make this volume available in 
time for the conference. The conference activities and the printing of this volume were 
economically supported by Fonetikstiftelsen (the Swedish Phonetics Foundation) and by CSC 
(the School of Computer Science and Communication) at KTH, which we gratefully 
acknowledge. 
 
The contributions in this volume are also published on the web, as are the previous 50 QPSR 
volumes - http://www.speech.kth.se/qpsr/ 
 
 
The Fonetik 2011 organisers  
 
Björn Granström David House Daniel Neiberg Sofia Strömbergsson 
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An acoustic analysis of lion roars. I: 
Data collection and spectrogram 
and waveform analyses 
Robert Eklund 

1,2,3, Gustav Peters 
4, Gopal Ananthakrishnan 

5 & Evans Mabiza 
6  

1 Voice Provider, Stockholm, Sweden 
2 Department of Cognitive Neuroscience, Karolinska Institute, Stockholm, Sweden 
3 Department of Computer Science, Linköping University, Linköping, Sweden  
4 Forschungsinstitut Alexander Koenig, Bonn, Germany  
5 Centre for Speech Technology, Royal Institute of Technology, Stockholm, Sweden 
6 Antelope Park, Gweru, Zimbabwe 
 
Abstract 
This paper describes the collection of lion roar data at two different locations, an 
outdoor setting at Antelope Park in Zimbabwe and an indoor setting at Parken Zoo 
in Sweden. Preliminary analyses of spectrographic and waveform data are provided. 

 

Introduction 
Felids are one of the most successful carnivore 
families ever to exist, and within the 35–40 
different cat species that exist today several 
different vocalizations can be found, with 
different functions, ranging from the well-
known purring to the most impressive sound of 
them all: roaring of lion (Panthera leo) fame. 
This paper focuses on the impressive lion 
roaring, and highlights methodological 
problems associated with the collection of 
animal vocalizations data.  
 

Roaring: a primer 
For a human observer the roaring of a lion – 
even more so that of a whole pride – certainly is 
one of the most impressive vocalizations in the 
animal kingdom. In its complete form lion 
roaring is a species-specific series of calls with 
a fairly regular structure of the single calls 
composing it and the series itself, in the latter in 
terms of the sequence of call types, their change 
of intensity in the course of the series, the 
temporal sequencing of the calls and their 
relative duration and that of the intervals 
between them. A typical lion roaring can last 
for more than a minute, usually starting off with 
a few low-intensity moan-like calls, then 
progressively increasing in intensity and 
duration of the calls, and in approaching the 
intensity climax of the series the calls become 
shorter again and harsher. After the climax 
follows a series of short harsh calls, in the 
beginning uttered at fairly monotonic intensity 

and brief intervals between the calls, then 
towards the end of the series gradually 
decreasing in intensity and with increasing 
interval duration (called “outro” in this paper).  

Given the fact that the colloquial term ‘roar’ is 
commonly used for various intense animal 
vocalizations it is not surprising that even in the 
lion it has been applied to vocalizations which 
are definitely different from roaring as dealt 
with here. Early attempts at characterizing it in 
a more technical manner were published by e.g. 
Leyhausen (1950), Hemmer (1966) and 
Schaller (1972). More recent studies of lion 
roaring include Peters (1978), Peters & Hast 
(1994), and Pfefferle et al. (2007) . 

Weissengruber et al. (2002:208) extended the 
definition of roaring in a general vertebrate 
vocalization context suggesting that lion roaring 
“has two distinct physiological and acoustic 
components:  
1 a low fundamental frequency, made possible 
by long or heavy vocal folds, which lead to the 
low pitch of the roar; 
2 lowered formant frequencies, made possible 
by an elongated vocal tract, which provide the 
impressive baritone timbre of roars.” 
(See also Frey & Gebler, 2010). 

In this paper, we studied lion roaring ‘proper’ 
as outlined at the start, in respect of the fine 
acoustic structure of its component single calls, 
the structural changes they undergo in the 
course of the roaring series and possible 
physiological mechanisms underlying these 
changes, considering the definition suggested 
by Weissengruber et al. (2007). 
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On the function of roaring 
The function of lion roars has been discussed 
extensively in the literature, and several 
hypotheses have been suggested. Pfefferle et al. 
(2007:3952) concluded that the “primary 
function of roars is the advertisement and 
defense of territory”. In support of this 
hypothesis, it has been shown that lionesses can 
estimate the number of individuals roaring, and 
that they are less likely to approach foreign 
roars when they are outnumbered (McComb, 
Packer & Pusey, 1994). 

Besides territorial defense, an additional 
function might also be coordination of hunting 
(Grinnell & McComb, 2001; McComb, Packer 
& Pusey, 1994; Schaller, 1972).  

Method 
The following sections describe the data 
collection, data processing and analysis tools. 

Data collection 
The data analyzed in this paper were recorded 
at two different locations, one outdoor and one 
indoor setting. Recording details are given below. 

Antelope Park, Gweru, Zimbabwe 
The first set of lion roar recordings was 
obtained at Antelope Park lion rehabilitation 
and release into the wild facility at Gweru, 
Zimbabwe, by the first and last author. 
Antelope Park presently holds a population of 
around 100 African (Zimbabwean) lions. 

The recordings were made on 23 November 
2010, between 0400 and 0600 hours in the 
morning at the main enclosure centre. This 
meant that at least 50 lions were within close 
earshot, and that most of the other 50 lions were 
also within hearing range, given that lion roars 
can be heard by humans at a distance of at least 
8 kilometers (Sunquist & Sunquist, 2002:294). 
Estimated distance between the microphone and 
the lions varied from about four meters to 
several hundred meters, although the latter roars 
appeared as fairly weak signals. 

The lions that were closest to the microphone 
were nine males, most of whom were born in 
2006. Also close were seven other males with 
ages between seven and eight years old. 
Relatively close were another five males who 
are seven and eight years old, and also a 
number of females. 

As it was more or less pitch-black during the 
recording it was impossible to know exactly 
what lion produced exactly what roar, or 

whether the roars were produced by a male or a 
female, although the former is more likely. 
Besides, there were considerable overlap 
between the roars of several lions (often more 
than a dozen at a time). 

The equipment used was a Canon HG-10 HD 
camcorder with a clipon DM50 electret stereo 
condenser shotgun microphone with a 150–
15,000 Hz frequency range and a sensitivity of 
–40 dB. The microphone was directed towards 
the lions that roared for the moment, and thus 
its position varied. 

Other than slight contamination with morning 
bird chirping, the soundscape was relatively 
calm. 

The recording location, with setup indications, 
is shown in Plate 1. 

Parken Zoo, Eskilstuna, Sweden 

Parken Zoo is a wildlife facility about an hour’s 
distance from Stockholm and holds a wide 
number of exotic animals, including several 
species of felids. There are presently three 
Asiatic (Gir) lions there: Sarla, a female born in 
1997 (estimated 165 kilos); Ishara, another 
female born in 2007 (estimated 165 kilos); and 
Kaya, a male born in 1999 (estimated 180 kilos).  

The recordings were made on 7 April 2011, 
between 0800 and 1000 hours in the morning. 
The recordings were made indoors to ensure 
that the lions remained in close proximity to the 
microphones – in their outdoor enclosure the 
lions would likely have walked off (far from the 
microphones). The cameras/microphones were 
set up by the first author. All three lions were at 
a distance from the microphones that varied 
between about one meter to around five meters. 
Since the recordings were made indoors, there 
were some echo effects. There was considerable 
contamination of the soundscape with bird 
chirps, emanating from a few birds perched 
somewhere in the enclosure. 

The recordings were made with two Canon 
HG-10 HD camcorders. One camera used the 
same clipon microphone as is described above, 
while the other camera used an external 
professional high-fidelity Audiotechnica AT813 
cardoid-pattern, condenser mono microphone, 
with a frequency range of 30–20,000 Hz and a 
sensitivity of –44 dB. The two cameras were 
placed so that, between them, they would cover 
as much of the enclosure as possible, with the 
hope of catching roaring sequences on film. 

The recording location, with setup indications, 
is shown in Plate 2.
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Plates 1 and 2. Recording setups at Antelope Park, Gweru, Zimbabwe (left) and Parken Zoo, Eskilstuna, Sweden 
(right). Left plate: Orange dots indicate approximate positions of roaring lions while the white dot indicates the 
most frequent position of the DM50 stereo microphone, ~250 cm above the ground. Right plate: White arrow 

indicates position of DM50 stereo microphone; orange arrow indicates position of AT813 mono microphone. 
 

 
Plates 3 and 4. Roaring sequences caught on film at Parken Zoo, Eskilstuna, Sweden. Film captures from the 
two cameras lifted from the roaring sequences analyzed in this paper. Note that all film/sound files obtained at 
Antelope Park were recorded in complete darkness (to humans; the lions saw the authors quite well). 
 

 
Figure 1. Spectrogram and waveform (excerpt) of multiple lions roaring sequence recorded at Antelope Park, 
Gweru, Zimbabwe. Canon DM50 clipon stereo microphone. Duration: 58 seconds. 
 

 
Figure 2. Spectrogram and waveform (excerpt) of lion roaring sequence recorded at Parken Zoo, Eskilstuna, 
Sweden. Canon DM50 clipon stereo microphone. Duration: 31 seconds. 
 

 
Figure 3. Spectrogram and waveform (excerpt) of lion roaring sequence recorded at Parken Zoo, Eskilstuna, 
Sweden. Audiotechnica AT813 external mono microphone. Duration: 67 seconds. 
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Figure 4. Waveform of lion roaring sequence (“outro” phase) recorded at Parken Zoo, Eskilstuna, Sweden. 
Audiotechnica AT813 external mono microphone. 18 distinct peaks – in a 100 ms sequence – give an estimated 
fundamental frequency of about 180 Hz. 
 
Data post-processing 
Audio tracks were extracted and converted into 
wav files (44.1 kHz, 16 bit, mono) with 
TMPGEnc 4.0 Xpress. 
Analysis tools 
Spectrogram and waveform analyses were 
carried out with WaveSurfer and Cool Edit. 

Results 
The film clips recorded at Parken Zoo resulted 
in two passages where the lions were caught on 
film while roaring; see Plate 3 and Plate 4. This 
enabled comparison between acoustic and visual 
data (see Ananthakrishnan et al., 2011). 
Spectrographic analysis 
The three spectrograms shown in Figure 1, 
Figure 2 and Figure 3 all reveal the periodic 
phase characteristics of the roaring sequences. 
Despite the different acoustic characteristics 
between the microphones and the different 
recording setting, all three spectrograms reveal 
both low frequency components and a higher 
frequency component around 4 kHz. 
Fundamental frequency analysis 
A waveform passage is shown in Figure 4, and 
as is clearly seen there are 18 distinct peaks in 
the 100 ms long window. This gives an 
approximate fundamental frequency (F0) of 
about 180 Hz, which is in accordance with the 
results reported by Pfefferle et al. (2007:3950), 
where mean F0 in males was 194.55 Hz and 
206.57 in females.. Naturally, further analyses 
are required in order to will reveal what degree 
of variation and range that occur in lion roars. 

Discussion 
The primary goal of this paper is to provide 
information about data collection issues 
associated with animal sounds, highlighting the 
difficulties involved when trying to obtain 
controlled high fidelity recordings of animal 
vocalizations. Future research will focus on 
more detailed acoustic analyses on the data 
obtained, and we hope to complement our data 
with additional high fidelity recordings of 
uncontaminated recordings of individual lions, 

in order to facilitate e.g. vocal tract estimation 
studies (see Ananthakrishnan et al., 2011). 

Acknowledgements 
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Jacqui Kirk at ALERT. Also thanks to Miriam 
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Abstract

This paper makes the first attempt to perform an acoustic-to-articulatory inversion
of a lion (Panthera leo) roar. The main problems that one encounters in attempting
this, is the fact that little is known about the dimensions of the vocal tract, other
than a general range of vocal tract lengths. Precious little is also known about the
articulation strategies that are adopted by the lion while roaring. The approach
used here is to iterate between possible values of vocal tract lengths and vocal tract
configurations. Since there seems to be a distinct articulatory changes during the
process of a roar, we find a smooth path that minimizes the error function between a
recorded roar and the simulated roar using a variable length articulatory model.

Introduction
The roar is a distinct mammalian vocalization
made by only five species of Felidae. Researchers
suggest that the ability to roar is made possible
due to the specialized hyoid apparatus present
in these mammals (Weissengruber et al., 2002).
Acoustic-articulation modeling has been applied
on several mammalian vocalizations in order to
estimate the approximate vocal tract length of
the animal producing the sound (Hauser, 1993;
Taylor and Reby, 2010). The purpose has often
been to correlate the estimated length of the
vocal tract to the size of the animal to see
if larger vocal tract lengths meant relative size
dominance. The estimates were further correlated
with the social behavior and mating roles of
these vocalizations. Most of these methods
applied the source-filter theory (Fant, 1970; Titze,
1994) to obtain inferences regarding the vocal
tract characteristics. Here the properties of the
larynx control the source signal characteristics,
while the vocal tract configuration controls the
filter characteristics. Since articulation data for
mammals have not been very easy to obtain, most
of these methods assume a uniform vocal tract for
the mammals when they produce the sound and
use the formant dispersion method (Titze, 1994;
Fitch, 1997).

The lion roaring sequence usually consists

of three different phases (Peters, 1978). The
first phase is a series of low-intensity calls
similar to ‘mews’. The second phase, builds up
to the climax with calls of increasing duration
(shortening again towards the climax). Finally the
sequence ends with a series of ‘grunt’ like sounds.
In this study, we are interested in the second phase
which is tonal in nature and has the maximum
intensity in the entire sequence. Henceforth we
only refer to the second phase by the word ‘roar’.

Figure 1 shows the spectrogram of a
prototypical roar of a female lion. It is clear
that there is change in the formant structure
also illustrated in Figures 2 and 3, showing the
Spectral Envelopes varying over time and the
average spectral slices for the two parts of a
single roar respectively. This change in formant
structure indicates that there is a corresponding
change in the vocal tract dimensions during the
process of producing the roar. Change in the
quality of vocalizations have also been observed
in other animals to where the vocalization
includes protrusion of lips or jaw movement (e.g.,
Harris et al. 2006). Some species of fallow deer
(Dama dama) are known to lower their larynx
during the call (Vannoni et al., 2005).

Given this observation of changing formant
structure during the roar, the uniform tube
assumption can no longer be valid. One can
suppose that that the filter (vocal tract) undergoes
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Figure 1: The spectrogram of a typical lion roar
(in this case, a female lion’s).
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Figure 2: Illustration of the temporal changes in
the formant structure, and therefore vocal tract
configuration.

some change. However, one does not know what
kind of change the vocal tract undergoes, whether
it is the lowering of the larynx or changing of
the vocal tract area function, or a combination of
both.

Theory and Methods
The method proposed in this paper uses a Variable
Linear Articulatory Model (VLAM) which allows
the articulatory synthesizer developed by Maeda
(1979) to be operated at different vocal tract
lengths. Although this synthesizer has been
designed for human-voices, the source-filter
theory as shown previously by Taylor and
Reby (2010) can be applied to other mammal
vocalizations too. However, since the vocal tract
area functions of a lion are largely unknown,
we iterate over a range of values and select a
configuration which best matches the spectral
envelope of the recording of a lion roar. The
several steps in the process are described below

1. The lion roar signal is segmented into
overlapping windows, using the ‘Hann’
window function. Each window length is
30 ms in duration and successive windows
are 5 ms apart.
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Figure 3: The Spectral Envelope, estimated using
LPC analysis, from the beginning and the ending
of one lion roar. This indicates that there is some
change in the vocal tract configuration during the
roar.

2. Linear Prediction Coefficients (LPC) were
calculated for each window and then a Fast
Fourier Transform (FFT) was applied, to
the calculated transfer function so as to
obtain the spectral envelope. The number
of LPC parameters was set to 21, so as to
obtain around 9 to 11 formant peaks within
4000 Hz. This was estimated based on the
approximate dimensions of the Vocal-Tract
Length (VTL) of a Lion, which is around
35 to 40 cm.

3. The spectral envelope for each window
was converted to the decibel (dB) scale
and normalized so as to limit the largest
formant peak to 0 dB. We also subtracted
the mean spectral slope from detected
formants, so as to remove the effect of
voicing in the estimates of the vocal tract
shape.

4. We divided the vocal tract into three
equal regions called the Jaw Section, Oral
Section and the the Pharyngeal Section.
The cross-sectional areas of the three
sections were called JawSec, OralSec
and PharSec respectively. We performed
smoothing and linear interpolation on the
three sections in order to approximate a 40
cylindrical tube model.

5. Using the VLAM simulations, we simulated
the spectral transfer function, given different
combinations of values for the four
parameters VTL, JawSec, OralSec and
PharSec. The spectral transfer function for
each configuration was compared with the
spectral envelope of the waveform for each
time window to find the Euclidean distance
between the two spectra.
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6. Since several combinations of VTL and
area functions can contribute to largely
similar spectral characteristics Atal et al.
(1978), we apply a smoothing function
on the estimated vocal tract parameters.
The movement being a muscular motion,
a minimum jerk trajectory is the expected
type of movement (at least for humans)
Viviani and Terzuolo (1982). We thus
apply a minimum jerk smoothing with
multiple hypotheses Ananthakrishnan and
Engwall (2011). The hypotheses are the 10
vocal tract configurations with minimum
estimation error for each frame. These
hypotheses are weighted by the inverse of
the estimation error.

Data and Experiments
The data we used were recordings of lion
roars made at two locations, namely, at the
Antelope Park (Gweru, Zimbabwe), and Parken
Zoo (Eskilstuna, Sweden). The equipment used
at the Antelope Park was a DM50 electret
stereo condenser shotgun microphone with a
150–15,000 Hz frequency range and a sensitivity
of -40 dB. The estimated distance between the
microphone and the lions varied from about
four meters to ten meters, with the microphone
pointing towards the general direction of a group
of nine male lions (most of them born in 2006)
in an open enclosure. Although there were other
roars, we only considered the loudest roars which
we assumed to be from the nine males mentioned
above. The recordings at the Parken Zoo were
made with two Canon HG-10 HD camcorders.
One camera used the same microphone (DM50)
as described above, while the other camera
used an Audiotechnica AT813 cardoid-pattern,
condenser mono microphone, with a frequency
range of 30–20,000 Hz and a sensitivity of -44
dB. There where three lions, one male and two
females. The male was 12 years old and weighed
around 180 kilograms, while the females weighed
around 165 kilograms was were around 14 years
old. Further details of the data collected are
mentioned in Eklund et al. (2011).

The waveforms were initially sampled at
44100 Hz, but were later sub-sampled to 8000
Hz to ensure compatibility with the VLAM model
which estimated the vocal tract spectral transfer
function in the frequency range of 0 to 4000
Hz. The waveforms were manually segmented to
extract the second part of the roaring sequence,
i.e. the tonal roar. We used a range of possible
vocal tract lengths, ranging from 16 cm to 54
cm. The area functions for the three vocal tract
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Figure 4: Illustration of how the vocal tract area
function changes with respect to time during the
course of a roar.
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Figure 5: Illustration of how the vocal tract
length and Jaw cross-sectional areas change with
respect to time during the course of a roar.

sections were iterated between 8 to 24 sq. cm.
These estimates were then compared with the
videos sequences wherever available.

Results and Conclusions
Figures 4 and 5 indicate the estimated vocal
tract shapes and VTLs over time for the female
lion. This shows that vocal tract of a lion,
approximates a frustum of a cone, rather than a
uniform cylinder. The plots also indicate that,
the roar involves a lengthening of vocal tract and
then then a stabilization during the course of the
roar. The range of variation is from 28 cm to
38 cm for the male lion and from 25 cm to 45
cm for the female lion. This may be effected by
lowering the larynx, achieved during lifting up of
the head. The female lion shows a larger variation
in VTL during the course of the roar. The results
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Figure 6: Illustration of the estimated spectral
envelope of the lion roar.

also shows a slight decrease in the jaw area,
especially for the female. In the videos that were
recorded, the lions lifted their head up each time
they roared. The jaw saw an increased opening
followed by a reduction in the opening during
the roars. The prediction from the estimates fit
well with the observation about the VTL and the
JawSec.

Dynamic analysis of animal vocalizations in
order to extract the vocal tract characteristics is
a very preliminary attempt in this paper. Some
interesting observations have been uncovered in
this study. The first being, the general shape
of the vocal tract being more conical rather than
cylindrical. Secondly, there seems to be a clear
indication of larynx lowering, which is similar
to the observations on fallow deer vocalizations
(Vannoni et al., 2005). However, the female vocal
tract is expected to be smaller than the male vocal
tract given the differences in overall sizes. The
mean VTL of the female lion’s is estimated to
be around 36 cm and is longer than the male
lion’s, estimated to be around 32 cm, which is
rather unintuitive. Anatomical evidence for a
male lion’s vocal tract suggests a length of 38
cm Weissengruber et al. (2002). Estimating the
mean VTL obscures the fact that the change in
VTL for the female lion is also larger than the
male lion’s. This does not give any indication
of what the static and normal lengths would be.
Although some observations can be verified using
video sequences, other observations need further
data and analysis before make strong conclusions.

Future work would include analyzing physical,
biological and ecological reasons for this type of
motion during the roar, as well as other acoustic
properties of the roar. Initial observations point
to an increased roughness in the latter part of the
roar, likely to be influenced by the voice source.
This would also be an interesting investigation.
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Abstract 
This paper reports results from a comparative analysis of purring in four domestic 
cats. An acoustic analysis describes sound pressure level, duration, number of 
cycles and fundamental frequency for egressive and ingressive phases. Significant 
individual differences are found between the four cats in several respects. 
 

Introduction 
The domestic cat is one of the most popular pet 
animals in the world, and virtually everyone is 
familiar with its trademark “purring” sound. 
Contrary to what might be believed, it is not 
known exactly how purring is produced, and 
there is a surprising lack of studies of purring, 
even descriptive.  

This paper compares a number of acoustic 
characteristics of purring in four domestic cats, 
with focus on sound pressure level, duration, 
number of cycles and fundamental frequency of 
ingressive and egressive phases. 

The domestic cat 
There are 35 to 40 felid species in the world 
today (Sunquist & Sunquist, 2002), and the 
domestic cat (Felis catus, Linneaus 1758) is by 
far the most well-known and common cat with 
an estimated number of 600 million individuals 
(Driscoll et al., 2009). It was long suggested 
that the cat was first domesticated in ancient 
Egypt around 3600 years ago, but it is now 
believed that domestication took place 10,000 
years ago in the Fertile Crescent. The closest 
relative of the domestic cat is considered to be 
the African wildcat (F. silvestris lybica) 
(Driscoll et al., 2007; Driscoll et al., 2009). 
Today around 60 breeds of domestic cats are 
recognized (Menotti-Raymond et al., 2008). 

Although varying considerably in size and 
weight, a domestic cat normally weighs 
between 4 and 5 kilos, and is around 25 
centimeters high and 45 centimeters long. 
Males are significantly bigger than females, and 
are on average 20% heavier than are females 
(Pontier, Rioux & Heizmann, 1995). 

Purring 

As mentioned above, it is not known exactly 
how purring is produced, and the term as such 
has been used quite liberally in the literature. In 
a major review paper Peters (2002) employed a 
strict definition of purring as a continuous 
sound produced on alternating (pulmonic) 
egressive and ingressive airstream. Given this 
definition, purring is only found in the “purring 
cats” (i.e. all felids but the non-purring/“roaring 
cats” lion, tiger, jaguar, leopard; whether or not 
the non-roaring snow leopard can purr remains 
unsettled) and in the Genet. 

A number of different purring theories are 
found in the literature. McCuiston (1966) 
suggested that purring was hemodynamic and 
that the sound consequently emanated from the 
bloodstream running through the thorax. This 
theory was proven wrong by Stogdale & Delack 
(1985). Moreover, both Frazer Sissom, Rice & 
Peters (1991) and Eklund, Peters & Duthie 
(2010) reported that purring maximum 
amplitude occurs near the mouth and nose. It 
has recently been suggested that purring “is 
caused by rapid twitching of the vocalis muscle, 
whereas the large pads within the vocal folds of 
Pantherinæ might impede rapid contractions of 
this muscle and thus make it difficult to purr” 
(Weissengruber et al., 2008:16; see also 
Weissengruber et al., 2002). 

Contrary to what is often believed, cats do not 
exclusively purr when they are content, but also 
when they are hungry, stressed, in pain or close 
to dying, and behaviourists have suggested that 
the function purring serves is to signal that the 
cat does not pose a threat (Eldredge, Carlson & 
Carlson, 2008:297). 
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Previous research 
There is a surprisingly small number or papers 
devoted to felid purring, and several of these 
papers are also impressionistic in character. 
One of the first papers exclusively devoted to 
purring the domestic cat was Moelk (1944), but 
the focus of her paper is a classification of 
different kinds of purr and how they are used, 
and no acoustic analysis is presented. 

Frazer Sissom, Rice & Peters (1991) reported 
that domestic cats purr at a frequency of 
26.5 Hz, while Eklund, Peters & Duthie (2010) 
reported the figure 22.6 Hz.  

Remmers & Gautier (1972:359) reported that 
egressive phases in purring cats had a duration 
of 730 ms, while ingressive phases had a 
duration of 690 ms. 

Data collection 
Continuous calm purring was collected from 
the four domestic cats Donna (D; female, age 6 
months, 3.0 kilos), Rocky (R; male, 6 months, 
3.6 kilos), Turbo (T; male, 6 months, 3.6 kilos), 
and Vincent (V; male, 16 years, 5.2 kilos). 

All cats were recorded in a quiet home 
environment using a Sony DCR-PC100E digital 
video camera recorder with an external Sony 
ECM-DS70P electret condenser stereo 
microphone. This microphone is small in size, 
and could easily be held close to the muzzle 
without scaring or disturbing the cat.  

Figure 1 shows the microphone positions 
during the recording sessions with the four cats.  

Videos are available at http://purring.org 

 

 
Figure 1. The microphone positions of all four cats 
during data collection.  
 
To be able to identify egressive and ingressive 
phases in the recorded audio files, the first 
author kept her hand on the side of the cats’ 
chests during the recording session while 
saying the words “in” and “out” according to 
the expanding (in-breath) or collapsing (out-
breath) rib cage several times during the 
recording sessions. 
 

Method 
Data post-processing 

All videos were transferred to iMovie, and 
audio files (wav, 44.1 kHz, 16 bit, mono) of 
about 70 seconds for each cat were extracted 
with Extract Movie Soundtrack. The 
waveforms were normalised for amplitude with 
Audacity, and low-pass filtered copies were 
created with Praat (10–40 Hz, smoothing at 10 
Hz). These copies were used together with the 
original normalised waveform, spectrogram and 
Praat’s pitch analysis to facilitate manual 
segmentation and counting of respiratory cycles 
per phase.  

Figure 2 shows an example of the manual 
segmentation in Praat. 
 

 
Figure 2. Manual segmentation of ingressive (I) 
and egressive (E) phases in Praat using the low pass 
filtered (top pane) and original (mid pane) 
waveforms as well as the original spectrogram and 
pitch contour (bottom pane). 
 

The respiratory cycles per phase were labeled 
manually from the waveforms and counted with 
a Praat script. Figure 3 shows an example of 
the procedure. 
 

 
Figure 3. Manual labelling of cycles (pulses) per 
ingressive (I) and egressive (E) phases in Praat using 
the low pass filtered (top pane) and original (mid 
pane) waveform. 
 

Egressive–ingressive identification 
In order to ascertain that the egressive and 
ingressive phases were correctly identified, the 
parts of the recordings where the first author 
said “in” and “out” were located. Phases were 
then easily identified based on their distinct 
sound and waveform characteristics. 
 

Analyses 
Analyses were carried out with Praat. Statistics 
were calculated with SPSS 12.0.1. 
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Table 1. Summary Table. For all four cats results are given for sound pressure level (SPL), durations, cycles per 
phase, and fundamental frequency. Results are presented independently for egressive and ingressive phases, and 
statistical tests are performed on differences between egressive and ingressive phonation. 
 

 Donna (D) Rocky (R) Turbo (T) Vincent (V) 

Phonation type Ingressive Egressive Ingressive Egressive Ingressive Egressive Ingressive Egressive 

No. phases analysed 39 39 40 40 61 61 61 61 

Mean SPL (dB) 72.4 74.6 72.14 71.93 70.66 76.43 71.85 71.72 

Mean SPL (dB) egr+ingr 73.48 72.03 73.52 71.78 

Standard deviation 0.8209 1.2974 0.9614 1.7693 1.96 3.20 1.0661 1.6260 

∆ t test (paired-samples, two-tailed) p < 0.001 p = 0.427 p < 0.001 p = 0.426 

∆ Wilcoxon (two related samples) p < 0.001 p = 0.249 p < 0.001 p = 0.224 

Mean duration (ms) 673 587 819 756 604 511 511 484 

Mean duration egr+ingr 632 788 558 498 

Standard deviation 120.80 82.70 169.23 130.05 58.90 45.09 85.10 69.72 

Maximal duration 921 838 1038 997 773 634 719 614 

Minimal duration 413 443 432 365 480 419 319 266 

∆ t test (paired-samples, two-tailed) p < 0.001 p = 0.011 p < 0.001 p = 0.010 

∆ Wilcoxon (two related samples) p < 0.001 p = 0.013 p < 0.001 p = 0.004 

Mean no. cycles/phase 16.58 15.95 21.28 20.15 13.92 12.46 13.41 13.16 

Mean no. cycles/phase egr+ingr 16.31 20.72 13.19 13.3 

Standard deviation 1.41 2.25 4.33 3.56 1.99 1.20 2.52 1.93 

Maximal no. phases/cycle 22 22 29 28 21 15 18 17 

Minimal no. cycle/phase 10 12 11 10 10 10 9 7 

∆ t test (paired-samples, two-tailed) p = 0.178 p = 0.090 p < 0.001 p = 0.437 

∆ Wilcoxon (two related samples) p = 0.132 p = 0.073 p < 0.001 p = 0.456 

Mean fundamental frequency (Hz) 24.63 27.21 26.09 26.64 23.00 24.43 23.45 20.94 

Mean frequency egr+ingr (Hz) 25.94 26.36 23.72 22.2 

Standard deviation 1.14 1.82 2.08 1.24 1.85 1.45 3.62 2.14 

Highest fundamental frequency 27.5 33.2 33 29 27 28 28.8 24 

Lowest fundamental frequency  21.6 24.2 23 24 19 20 18.2 17.1 

∆ t test (paired-samples, two-tailed) p < 0.001 p = 0.174 p < 0.001 p < 0.001 

∆ Wilcoxon (two related samples) p < 0.001 p = 0.067 p < 0.001 p = 0.002 

 

Results 
Summary results are presented in Table 1 above. 

I. Intracat analyses 
We first analysed within-cat variation. 

Amplitude 
The normalised waveforms were used to extract 
the mean relative amplitude (SPL) in each 
ingressive and egressive phase for comparisons 
within each cat. 

Mean relative SPL as derived from the 
normalised waveforms varied between 70.66 dB 
(T) and 72.4 (D) in the ingressive phase and 
between 71.72 (V) and 76.43 (T) in the 
egressive phase. For two of the cats (D/T), mean 
SPL was significantly higher in the egressive 
phases than in the ingressive ones, in contrast 
with Moelk (1944) and Peters (1981). However, 
no difference in mean SPL was observed for the 
other two cats (R/V).  

Duration 

Mean durations of the phases varied 
considerably between the four cats, ranging 
from 511 ms (V) to 819 ms (R) in the ingressive 
phase, and from 484 ms (V) to 756 ms (R) in the 
egressive phase. 

Ingressive phases were significantly longer 
than egressive ones in all four cats, contrary to 
the results reported in Remmers & Gautier 
(1972:359). 

Cycles per phase 

The mean number of cycles per phase varied 
between 13.41 (V) and 21.28 (R) for ingressive 
phases and between 12.46 (T) and 20.15 (R) for 
egressive phases.  

For all cats, the mean number of cycles per 
ingressive phase were higher than it was per 
egressive phase, thus replicating the results 
reported in Eklund, Peters & Duthie (2010) . 
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Fundamental frequency 

All four cats showed fundamental frequencies 
that compare well to previous studies (Frazer 
Sissom, Rice & Peters, 1991; Eklund, Peters & 
Duthie, 2010). For the ingressive phase, mean F0 
ranged from 23.00 Hz (T) to 26.09 Hz (R), 
while the values for the egressive phase ranged 
from 20.94 Hz (V) to 27.21 Hz (D). Two of the 
cats (D/T) had significantly higher F0 for the 
egressive phase as compared to the ingressive 
phase. One cat (V) showed the opposite pattern 
with significantly higher F0 in the ingressive 
phase, while no significant difference was found 
for one cat (R). 

II. Intercat analyses 
Having performed within-cat analyses, we then 
turned to between-cat analyses. No intercat 
analyses of sound pressure level were performed 
since these were seriously affected by individual 
microphone positioning. All significance tests 
referred to are t tests (two independent samples, 
equal variances assumed, two-tailed). 

Duration 
All pair-wise comparisons revealed significant 
differences (p < 0.001) with the exception of 
T/V egressive duration (p = 0.012). 

Cycles per phase 
All pair-wise comparisons revealed significant 
differences (p < 0.001) with the exception of 
T/V number of ingressive cycles (p = 0.305) and 
number of egressive cycles (p = 0.017). 

Fundamental frequency 
All pair-wise comparisons revealed significant 
differences (p < 0.001) with the exception of 
D/V ingressive frequency (p = 0.052), T/V 
ingressive frequency (p = 0.393) and D/R 
egressive frequency (p = 0.111). With regard to 
combined fundamental frequency, all pairwise 
comparisons were significantly different with 
the exception or D/R (p = 0.127). 

Discussion 
To the best of our knowledge, this paper 
constitutes the first comparative and quantitative 
report of purring in domestic cats. As was the 
case in Eklund, Peters & Duthie (2010), 
previous research was both confirmed and 
contradicted. The lack of quantified reports in 
the literature makes far-reaching conclusions 
difficult, but our results hint at a certain degree 
of variation between individual cats in how 
purring is manifested, even if overall figures lie 
within the same general range. 
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Imitation of bird song in folklore – 
onomatopoeia or not? 
Åsa Abelin 
Department of Philosophy, Linguistics and Theory of science, University of Gothenburg 

Abstract 
There are a number of expressions in Swedish and other languages, which describe 
the songs of different birds, e.g. the rose finch imitated as saying "Pleased to see 
you". These folk rhymes seem to both imitate the birds' songs and to describe some 
content connected to the bird. Swedish folk rhymes for the songs of different birds 
were analyzed in terms of sound structure and content. Imitation of the bird songs 
is reflected in both vowels and consonants of the folk rhymes, e.g. in speech sounds 
with energy on low frequencies, such as [m], [u], [o], or speech sounds with 
energy on high frequencies, such as [s], [t], [i]. Vibrant sounds are often 
transformed into [r]. Imitation also conserves the number of "syllables", i.e. the  
rhythmic structure of the bird songs. Intonation variation is also transformed into 
words like "falling", "down", "up". A special case of transformation of intonation 
variation is seen when the melody of the bird is interpreted as emotional or 
attitudinal, and transferred into words like "snälla" (please) and "fy" (shame on 
you). 

The creation of folk rhymes could be seen as a type of folk etymology. In folk 
etymologies an incomprehensible series of sounds is heard and interpreted in terms 
of already existing words that fit the context, in the language one knows. Folk 
etymologies can be seen as a productive force in language development. A non-
arbitrary connection between sound and content can aid memory and facilitate 
language learning. 
 
Introduction 
There are a number of expressions in Swedish 
and English, and probably in many other 
languages as well, that describe the songs of 
different birds. An example in English is the 
rose finch described as saying "Pleased to see 
you". A Swedish example is the chaffinch 
(bofink) saying "Snälla, snälla mamma får jag 
gå på bio ikväll klockan tio, klockan tio" 
(Please, please mom can I go to the movies 
tonight at ten, at ten) or "Trilla nerför trappan – 
nu är jag här"1 (Fall down the stairs - now I'm 
here2.) The Swedish ornithologist association 
http://www.sofnet.org/ has made a collection of 
these folk rhymes for birds. 

There are different types of bird song: fixed 
pattern (the great tit), combination of patterns 
(the blackbird) and imitating (the parrot). The 

                                                      
1 Due to limited space the examples will not be 
written in IPA. 
2 The English translations are rough approximations 
to the wording of the rhymes, which sometimes have 
an uncommon grammar in Swedish. 

ones that have folk rhymes are mostly the birds 
with a fixed pattern. 

The question is now what the origin of these 
folk rhymes for bird songs is. Is there 
onomatopoeia involved or are these folk rhymes 
solely invented from cultural beliefs about the 
birds and other associations? If we imitate – 
what is it that we imitate? Or do we hear what 
we want to hear when the signal is unclear to us, 
and, if so, what is it we want to hear in the case 
of birds? 

Method 
Approximately 130 Swedish folk rhymes for 
bird song were studied and a part of these were 
analyzed in detail according to sound structure 
and content. The folk rhymes were paired with 
recordings of the corresponding birds and a 
preliminary analysis in terms of phonemes, 
features and number of syllables of the rhymes 
was compared to an auditory analysis of sounds, 
number of syllables and intonation curves of the 
birds’ songs. Exactly what the properties of the 
bird song that are perceived as syllables are, will 
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not be analyzed here. An initial analysis of the 
content of the folk rhymes was made. 

 
Examples of some of the folk rhymes are: 

 
Domherren: Jul, jul, jul. Snö, snö, snö  
(The bullfinch: Christmas ..., Snow, ...) 
Skogsduvan: Gå då! 
(The stock dove: Then go!) 
Turkduvan: Men gå då! 
(The collared dove: But please go!) 
Ringduvan: Men gå då, ändå! 
(The ring dove: But please go, anyway!) 
Gransångaren: Salt sill, salt sill, salt sill 
(The chiffchaff: Salt herring, ...) 
Hönan: Ägg, ägg, upp i tak  
(The hen: Egg, egg, up in the ceiling). 

Analysis 

The great tit 
The sounds in rhymes for the disyllabic great tit 
(saying Edit! (a name); whiskey, whiskey, 
whiskey; tittut-tittut-tittut-tittut (peekaboo-)) are 
the following. The rhymes contain a majority of 
sounds with energy at high frequencies, e.g. [s], 
[t], front vowels with high F2, e.g. [i] (acute 
vowels and consonants in Jakobson's 
terminology). 

The rhymes of the trisyllabic great tit (saying 
Här ska såås, här ska såås (We're going to seed), 
Var är du? (Where are you?), Kyss en skit! (Kiss 
a shit), Vintern tö, vintern tö (Winter thaw), 
Titta hit titta hit, jag är gul och svart och vit 
(look here look here, I am yellow and black and 
white) have the same type of sound inventory as 
the bisyllabic bird but these rhymes are 
trisyllabic. 

The choice of words for the great tit are for 
example connected to early spring, when the 
bird appears again after winter, or to the colours 
of the bird. Other associations could be personal. 
But the words of the rhymes have been chosen 
to fit the sounds of the bird. 

The chaffinch 
The rhymes for the chaffinch (bofink) also have 
sounds on high frequencies as well as preserving 
the amount of syllables in the bird's song. Some 
other features are cross representational: the 
begging intonation of the chaffinch (starting 
high and then falling with modulations in the 
end) is translated into "Snälla, snälla" (please) or 

simply transformed from the falling intonation 
into the phrase "Trilla nerför trappan – nu är jag 
här" (Fall down the stairs – now I'm here.) 
Intonation becomes words. 

The words chosen in rhymes for the 
chaffinch are thus, in these cases, describing the 
intonation of the bird's song. 

The willow warbler 
The song of the willow warbler (lövsångare) is 
similar to the long falling and varying melody of 
the chaffinch, and is interpreted as "Och vi som 
hade det så bra och så blev det så här" (We who 
had it so good and yet it became like this). The 
falling, complaining melody is transferred into a 
complaining sentence. 

The doves 
Another type of bird song is represented by the 
doves, the stock dove (skogsduva), collared 
dove (turkduva) and the ringdove (ringduva). 
The stock dove is said to call Gå då! (Then go!), 
Så kom (Come then), Skogis, skogis, skogis 
(Woody, woody), Ove, Ove, Ove (a name), Du 
sju (You seven), Ja tu (Me two), Du du som tog 
mina sju sju (You you, that took my two two). 
The rhymes are disyllabic just as the bird's call, 
and they are imitating the low frequency (grave) 
character by using vowels with energy on low 
frequencies, e.g. [u] and [o]. The consonants are 
more grave than for the finches. One rhyme 
associates to the woods (skog), which fits well 
with both the bird's sounds and the environment 
in which the bird lives. 

The collared dove is trisyllabic and the 
rhymes are similar to the rhymes of the 
stockdove: Men gå då (But please go), Så kom 
då (So come then); Så gå då (So please go), 
Turkiet, Turkiet, Turkiet (Turkey), Kom Josef, 
kom Josef (Come Joseph). The latter 
associations go to the origin of the dove and are 
chosen so that they fit the dove's song. 

The ringdove uses 5 syllables, where the 
second is usually stressed, saying: Men gå då, 
ändå, (But please go), Men gå då nån gång (But 
please go some time), Så kom då, ändå (So 
come then, anyway), Min älskling du är (My 
darling you are), Men ja har ju två, men ja har ju 
två (ringar) (But I have two, but I have two 
(rings)), Men RING då nån gång (But ring me 
sometime), Ja haar ju en ring (I do have a ring), 
Du tog sju för tu, din tjuv (you took seven for 
two, you thief), Jag vill ha smörgås, jag vill ha 
smörgås (I want a sandwich), Du tog min hustru 
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du (You took my wife, you), Du är tokig, du är 
dum (Your are crazy, you are stupid). The sound 
analysis is the same as for the other doves. 
There are many words with sounds which have 
energy on low frequencies as [o] in "gå" and 
"då". (There are also a lot of words with [ʉ] as 
in "du", "sju", "tjuv", which has energy also on 
high frequencies but which phonologically often 
counts as a back vowel.) There are also many 
nasals. The contextual associations go to the 
ring-like pattern on the neck of the dove, but 
there is also one rhyme using the homonymy of 
the word ring. The vowel of the word "ring" 
does not have energy on low frequencies, and so 
the need for a certain association sometimes 
overrides onomatopoeia in the choice of words. 

The yellowhammer 
Yet another interesting bird is the 
yellowhammer (gulsparv). It has a song with 
seven syllables and this is generally imitated in 
the rhymes: Sitt sitt sitt sitt sitt å skiiit (sit, ... 
and shit), Se se se se se se shiiit (see, ... shit), 
Vi-vi-vi-vi-visingsööö (Visingsö is the name of 
an island), 1 2 3 4 5 6 sjuuuu (seven), Fy på dig 
Nisse lille fyyyy (Shame on you little Nisse, 
shame on you), Nu är sommaren snart slut (Now 
the summer is soon over), Ett två tre fyra fem 
sex sjuuu, jag är liten jag är guuul (one, two, 
three, four, five, six, seven, I am little I am 
yellow), The sounds of the rhymes are generally 
on high frequencies, e.g. [i], [s]. The scolding 
content in the end of some of the rhymes, as in 
skit (shit), fy (shame on you) could be due to the 
outdrawn coarse voice quality in the end of the 
bird song, a type of emotional prosody that is 
interpreted by the listener and becomes 
transferred into words. 

The common snipe 
The [r] is imitated in words chosen for the 
rhymes imitating the common snipe 
(enkelbeckasin) in Herrarna, herrarna, herrarna 
(the men/boys), Grebba lilla, grebba lilla (little 
woman/girl). The common snipe has a distinctly  
vibrating call. Other words for men and women 
could have been used, but the onomatopoeic 
words, containing [r], were the ones chosen. 

The chiffchaff 
The chiffchaff (gransångare), in English having 
a name imitating its song, is going on with its 
Salt sill, salt sill, salt sill (salt herring). The clear 

sound of the rhyme is the [s], a sound on high 
frequencies. 

The swallows 
The different swallows with their long twitters 
are usually described as telling long stories, 
often about Virgin Mary. The sound imitiation is 
not obvious. 

Comparison between languages 
Comparing the different rhymes of the 
yellowhammer (gulsparv) shows some 
similarities between Swedish and English sound 
codification in folk rhymes. In English the bird 
has e.g. the following variations: Give me bread 
and some more cheeese, Bread and butter but no 
cheese. The structure which is similar to the 
Swedish rhymes is the extended final [i] and the 
rhymes having seven syllables. 

The rhymes for the rose finch in English are 
Pleased to see you, Glad to see you, etc and in 
Swedish the rhymes are Se video, Köp en video, 
Skit i de du. In both languages the rhymes have  
4 syllables and they end with [u]. [i] is also 
present in the rhymes, while the consonants are 
varying more between English and Swedish. 

The content of the rhymes are different for  
these two birds. 

Imitating sounds in making other sounds 
Another way of imitation is described for the 
wood warbler (grönsångare): take a two-crown 
silver coin, spin it on a marble table and you get 
the falling little song (trudelutt) of the wood 
warbler. And for the dunnock (järnsparv): stir 
your fingers amongst iron pennies (ettöringar) 
and you get the song of the dunnock. 

Conclusions and discussion 
The sounds (vowels and consonants) of the 
rhymes for bird song seem to divide birds into 
birds with high pitched songs, imitated with e.g. 
[s], [t] and [i] and those with low pitched songs, 
imitated with e.g. [o], [u], [ʉ], nasals and voiced 
consonants. Vibrating sounds are imitated as [r]. 
The number of "syllables" in the bird song are 
often imitated with great precision. The 
intonation variation is sometimes transferred 
into words (falling down the stairs). The rising 
pitch of the hen is transformed into words: ägg, 
ägg, upp i tak (egg, egg, up in the ceiling). 

A special case is when the meaning of the 
intonation or prosody sounds emotional and it 
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gets transferred into words (snälla, fy). This is 
the same phenomenon as in human expression 
of emotions; you can choose words or prosody 
for expression of emotions. 

The choice of words, usually delimited by 
the need for certain sounds, is focussed on 
certain areas of common life, e.g. food, seasons, 
social relations (the rooster saying: upp alla nu, 
klockan är sju (up everyone now, it's seven o' 
clock)). Another common association is the 
physical appearance of the bird. On the other 
hand, many of the traits of folklore in general 
and for birds in particular might be detected in 
the different rhymes; the importance of the 
unusual, associative thinking, the importance of 
the first and the last, the importance of the 
meeting, the part in relation to the whole (cf. 
Tillhagen, 1977). 

The creation of folk rhymes can be seen as a 
kind of folk etymology. In folk etymologies an  
incomprehensible series of sounds is heard and 
these sounds are interpreted in terms of already 
exisiting words that fit the context. Folk 
etymologies can be seen as a productive force in 
language development and it is common in 
children. 

The salient sound properties seem to be 
rhythmic variations, high vs low frequency 
sounds and vibrant sounds. Crossrepresentential 
transformations from intonation to words or 
phrases are seen. 

In general, the songs of the birds are imitated 
quite clearly, so onomatopoeia is an important 
factor in the creation of these folk rhymes. The 
choice of words can be seen as secondary; the 
contents associated to a certain bird can be 
expressed with different words but the words 
chosen are the most onomatopoeic. 

The folk rhymes for bird songs is yet an 
example, albeit a small one, of motivated 
expressions in language and the interaction 
between sound and context in creating 
expressions. As shown in other studies (e.g. 
Kovics et al, 2010), a connection between sound 
and content can facilitates language learning. 
Iconicity is part of this (the connection between 
bird song and language sounds) and metonomy 
is another part (choosing imitating words that 
are appropriate in the physical or social context.) 
The creation of folk rhymes for bird song is 
partly a mnemonic trick to learn the different 
songs of birds, partly an irresistible process to 
interpret meaning when one listens to bird song. 
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Abstract 
Formant measurements were made on a physical replica simulating lip spreading 
and articulations with raised tongue blade. The data were successfully modelled 
numerically using traditional 2-D cross-sectional area functions. We found that 
spreading terminates the front cavity ‘early’ at the retracted mouth corner but adds 
a length correction representing the anterior residual part of the front cavity . For 
a raised tongue blade front cavity areas are incremented by amounts that depend 
on an interaction between the volume of the subapical space and the degree of lip 
opening. 

 
 
The problem 

In this contribution we address two outstanding 
problems in research on front cavity acoustics. 

The first is the issue of determining where 
the vocal tract ends acoustically. Certain speech 
sounds are produced with retracted mouth 
corners. Typical examples are found among 
spread vowels such as [i], [e] and [ɛ] in which 
the spreading action gives the lip opening a 
curved surface and shifts the mouth corners to a 
point that is often located further back than the 
intersection between the front teeth and the 
midsagittal plane.  

This situation creates a problem for models 
that represent the vocal tract as a series of cross-
sections of variable areas and lengths: Where 
does the vocal tract end acoustically? 

The second problem arises in the treatment of 
articulations with a raised tongue tip and blade. 
This gesture creates a space under the blade that 
is known to have an effect on the formant 
pattern under certain conditions (Stevens 1998). 

The goal of this paper is twofold: (i) to 
present some new experimental data obtained 
from measurements on physical replicas of the 
vocal tract and (ii) to suggest principled ways of 
dealing with the two issues in the context of 
articulatory modeling. 

Termination of the vocal tract 

The first topic takes us back to a previous study 
in which spread and non-spread conditions were 
simulated with cylindrical tubes with & without 
notches. It was found that the formants of 
notched tubes could be accurately matched by 

the formants of unnotched tubes given 
appropriate equivalent lengths (Lindblom et al 
2007). 

HACMOD - a vocal tract replica 
To study 3-D lip geometry under somewhat 

more realistic conditions we developed 
HACMOD. This is a hybrid device combining a 
3-D replica of the front part of the vocal tract 
with the use of a copper tube, or plexiglass 
washers (Sundberg et al 1992). To create this 
model impressions and casts were first made of 
a human subject’s anterior oral anatomy. From 
these casts, acrylic models of the jaws were then 
produced. 

The formant frequencies of these resonators 
were measured by means of the STL ionophone 
whose sine-wave output was varied manually in 
frequency to identify the resonance peaks 
(Fransson & Jansson 1971). Special care was 
taken to achieve an airtight seal between the 
ionophone rod and the tube.  

The modeling combined the HACMOD 
replica with various lip and back cavity 
configurations. Fig 1 shows a schematic of the 
set up used in the spreading experiment: a) Play 
dough lips (0.5 cm thick, manually varied 
opening area); b) HACMOD front cavity (2.5 
cm deep; jaw opening [rel to clench] of  2.4 cm; 
mouth floor raised to the level of the lower teeth 
by filling lower jaw with lab putty); c) A 
cylindrical copper tube (inner diameter 2 cm, 
length 14 cm) was used as ‘back cavity’.  
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Figure 1. Set up used to simulate various 

degrees of ‘spread lips’ using HACMOD. The 
opening of the ‘lips’ is variable. The ‘front 
cavity’ is fixed consisting of HACMOD’s upper 
and lower jaws of. A ‘back cavity’ is formed by 
connecting HACMOD with a copper tube. 

To achieve a firm and air-tight tube-
HACMOD connection, we attached a round 
plexiglass washer with a hole matching that of 
the tube’s outer diameter at the posterior end of 
HACMOD which has a metal plate with a 
circular space for that purpose (see Figure 4C). 
The copper tube was then moved through this 
hole until 3 cm of its length was inside 
HACMOD. The front of the tube was plugged 
and the entire oral cavity was filled with lab 
putty. When the lab putty had hardened, a 
perpendicular cut was made at the anterior end 
of the copper tube and the plug was removed. In 
the experiments we used the posterior part of the 
lab putty as support for the copper tube. 

These steps created a 3-D front cavity 
geometry with the upper teeth and palate at the 
top and a mouth floor flush with the lower teeth 
below. The back end of this front cavity was the 
perpendicular wall of the lab putty. 

The lip opening was made rectangular with a 
vertical separation constant at 2.2 cm and width 
varying between 1 and 6 cm (uncurved). After 
the lip sheet had been placed on the surface of 
HACMOD those values changed and we ended 
up with a series of curved lip areas ranging from 
3 to 21 cm2. The retraction of the mouth corners 
was measured from the the surface of the lips in 
the midsagittal plane. This measure (the notch 
depth) ranged from 0 to 3 cm. 

Spread lips and the acoustic termination of 
the vocal tract  

To compute expected formant patterns and to 
address the issue of the termination of the vocal 
tract we made the following exploratory 
assumptions: (i) the area function for a spread 
vowel is generated in the traditional way up to 
the point where the mouth corner is located. (ii) 
the volume of the front cavity located anterior to 
the mouth corner is used to derive a length 
correction which is applied to the last section of 
the oral area function. It is calculated as the 
anterior front cavity volume derived by the area 
of the last section of the area function. 

In accordance with these considerations area 
functions were generated and formants were 
computed for the entire set of measured 
configurations. 

 
Figure 2. Measured and calculated formant 

frequencies for measured (solid dots and white 
circles respectively) as a function of lip opening 
area i.e., increased retraction of the mouth 
corners. 

Length corrections were computed from 
estimates of front cavity volumes anterior to the 
mouth corner and from the last cross-section of 
the ‘oral’ area function. Curved lip areas were 
used as the last section of each area function. 
These tables were fed into WORMF, a program 
written by Johan Liljencrants and based on 
Liljencrants & Fant (1975). The results are 
presented in Figure 2.  

Spreading increases F2 and F3 which show a 
clear dependence on the front cavity. F1 and F4 
remain stable. The agreement between measured 
and computed values testifies to the the realism 
of the present proposal. 
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Role of the subapical cavity 

The role of the sublingual space was studied 
using the set up shown in Figure 3. As in the 
spreading experiment we combined HACMOD 
with the cylindrical copper tube serving as the 
‘back cavity’. 

A lab putty tongue conguration was fitted 
into the lower jaw component. To make it we 
made a cast of HACMOD’s entire oral cavity. A 
cut perpendicular to the dental plane was made 
2.5 cm from the upper front teeth. At the back 
another cut was made to imitate a raised blade. 
It created a space that began 7 mm behind the 
first cut and smoothly ended at the lower edge of 
the copper tube. The ‘tip’ was slightly truncated 
resulting in a constriction that was subsequently 
found to give a 0.2 cm2 opening, not atypical at 
the moment of the release of a postdental stop. 

 
Figure 3. Simplified schematic illustrating the 
components used to investigate the effect of the 
subapical space. As in the first experiment we 
used a copper tube (‘back cavity’), HACMOD’s 
hard palate, teeth and mouth floor, and play 
dough lips. A raised tongue blade was carved 
out of lab putty material to create three different 
sublingual conditions. 

By weighing the pieces that had been 
removed and dividing their weights by the 
density (1.54 g/cm3) of the lab putty, we were 
able to infer the volumes of all relevant cavities: 
The front space anterior to the constriction 
(including the upper jaw, the interdental space 
plus lower jaw space) had a total volume of 21.7 
cm3; The length of this front section [measured 
from front upper teeth to the constriction along 
the dental plane] was 2.5 cm. The post-
constriction space was 2.3 cm long and had a 
volume of 8 cm3. The back cavity was 13 cm 
long and had a cross-sectional area of 3.14 cm2. 

Figures 4 shows photographs of this set up. 
Panel A presents the front part at an angle that 
reveals the rectangular lip opening and the 
inside of HACMOD’s right cheek. The 
underside of the ‘tongue blade’ shows up as a 
slant structure that connects to a narrow terrace-
like part. From there a perpendicual cut down to 
the mouth floor. These details which differ 
slightly from the simplified schematic of Figure 
3 were all taken into account in computing front 
cavity volumes. 

In panel B we see another front view looking 
down into the space of the lower jaw. 

 
Figures 4 A & B: Front views of set up. 

 
Figures 4 C: Rear view of set up. 

Panel C shows the rear view of HACMOD’s 
metal plate, HACMOD’s acrylic ‘soft palate’ 
contour and the lab putty forming the surface of 
the tongue. A light source was shone on the 
constriction and the hard palate. 

The copper tube was fastened with the aid of 
a plastic washer inserted into HACMOD’s 
circular space. Special care was taken to ensure 
that all surfaces in contact were tightly sealed. 

Figures 5 and 6 summarize the results of this 
experiment. In Figure 5 the effect of varying the 
degree of spreading is presented. Figure 5 
pertains to the condition of a front cavity with a 
perpendicular back wall. In other words no 
subapical cavity is present. Spreading is 
quantified in terms of retraction of the mouth 
corner (notch depth). F1, F2 and F4 stay 
relatively stable whereas F3 is clearly sensitive 
to the spreading gesture. [cavity affiliations: F1 
whole system; F2 & F4 back cavity; F3 front 
cavity]. 
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The data were modeled by computing 
formant frequencies from area functions obeying 
the spreading rule (front cavity terminated at the 
mouth corner with a length correction on the last 
cross-section) and with front cavity area 
increment derived from the volumes of the 
subapical space. The predicted values were 
systematically too low. We take that result as 
indicating that the acoustic role of the subapical 
cavity depends crucially on impedance 
conditions at the lips. 

The measurements were compared with 
formant frequencies computed by applying the 
proposed spreading rule (thin lines) which 
assumes that the front cavity is terminated at the 
mouth corner with a length correction on the last 
cross-section. It is noteworthy that, whereas the 
calculations predict a front cavity resonance also 
for lip larger openings, no such formant could be 
observed in the measurements. 

 

Summary 

We found that spreading terminates the front 
cavity ‘early’ at the retracted mouth corner but 
adds a length correction representing the 
anterior residual part of the front cavity. 

For a raised tongue blade, front cavity areas 
are incremented by amounts that depend on an 
interaction between the volume of the subapical 
space and the degree of lip opening. 

 
 

Figure 5. Formant data for condition with the 
front cavity’s back wall perpendicular. The thin 
lines show calculated values. 
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Abstract

This study examined the relationship between age and lip movement variability
across repetitions of an utterance. We applied functional data analysis (FDA) to
lip movement data of 15-20 repetitions of a short Swedish phrase from 37 Swedish
speakers (19 females, 18 males, 5-31 years) collected with three-dimensional ar-
ticulography. From each utterance, three different sub-units were extracted semi-
automatically by locating consistent kinetic events in the lip movement functions.
Results generally showed moderate negative correlations between age and ampli-
tude variability. The longest possible sub-unit, given consistent kinematic events,
showed the strongest correlation.

Introduction
This study compared age-related lip movement
variability of Swedish speakers in three kineti-
cally delimited slices of an utterance. A num-
ber of studies using acoustic analysis (e.g., Kent,
1976; Kent and Forner, 1980; Smith, 1978) and
movement recordings (e.g., Sharkey and Folkins,
1985; Smith, 1995; Smith and McLean-Muse,
1986), have shown that lip movement variabil-
ity across utterance repetitions decreases with age
until adolescence. Some previous studies (Goff-
man and Smith, 1999; Sadagopan and Smith,
2008; Smith and Goffman, 1998) have used the
spatiotemporal index (STI, Smith et al., 1995),
which only provides a single metric of variabil-
ity (cf., Lucero et al., 1997), incorporating both
amplitude and phase. Others (Koenig et al.,
2008; Lucero and Löfqvist, 2005) have used func-
tional data analysis (FDA, Ramsay et al., 1996),
where amplitude and phase variability are calcu-
lated separately. In earlier studies (Frid et al., ac-
cepted; Schötz et al., submitted), we have demon-
strated that using kinematic landmarks to identify
the speech segments to be analysed for variability
showed more evident trends than using acoustic
landmarks. We also found that the amplitude in-
dex of the FDA showed a higher age-related lip
movement variability than the phase index of the
FDA or the STI.

The purpose of the present study was to apply
FDA to lip movements, and to compare different
slices of the utterance. Our aim was to extend
earlier findings of decreasing variability with age

to see if utterance position affects speech move-
ment variability. The long-term objective is to ex-
amine if children with atypical language develop-
ment differ from typically developing children in
terms of articulatory variability.

Method
To obtain as large lip movements as possible, we
recorded the Swedish phrase Mamma pappa barn
’Mummy daddy children’, which is short and can
be spoken on a single breath. Lip movement
data of 15-20 repetitions from 37 typically devel-
oped Swedish children and adults (19 females, 18
males, aged 5-31 years) were obtained along with
a microphone signal using the Carstens Articulo-
graph AG500. Sensors were placed on the upper
and lower lip, and to correct for head movements
also on the nose bridge and behind the right ear.
Figure 1 shows the experimental set-up.

Landmark registration
Euclidean distances between the upper and lower
lip sensors in three dimensions were calculated
from the lip movement data, low-pass filtered
at 25 Hz and used in the landmark registration.
We delimited each token at consistent kinematic
events using the first derivative of the distance
function and located two points. To obtain four
full cycles of opening-closing gestures of the lips,
we set the onset point to the maximum velocity of
the distance function in the opening phase during
the transition from the first m to the first a in the
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Figure 1: Experimental set-up with subject in the
articulograph, and the sensor positions: upper
and lower lip midsaggital on the vermilion bor-
der (1, 2), reference sensors on the nose bridge
and behind the right ear (3, 4).

word Mamma. For the offset point we used the
same transition from the b to the a in the word
barn. An example of the kinematic landmark reg-
istration procedure environment is shown in Fig-
ure 2. Tokens with measurement errors or arte-
facts were excluded from further analysis.
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Figure 2: Lip distance function (top), its first
derivative with marked velocity peaks (middle)
and resulting trimmed and zoomed portion (bot-
tom) of a token during kinematic landmark regis-
tration. The vertical lines indicate the positions
of the onset and offset points described in the text
above.

All tokens were further divided into two sub-
segments at the maximum velocity of the distance
function in the opening phase during the transi-
tion from the first p to the first p in the word
pappa. In the middle pane of Figure 2, this corre-
sponds to the location of the third peak from the
left. The sub-units contained two opening-closing
cycles each. We will refer to the first sub-unit as
word1, to the second as word2, and to the unit
containing both words as phrase. Although these
labels denote linguistics units to which the kine-
matic units are not aligned completely, we will
still use them as a matter of convenience.

Functional data analysis (FDA)
The landmark delimited Euclidean distance func-
tions were used as input to the FDA, a technique
for time-warping and aligning a set of signals to
examine differences between them. FDA tech-
niques and applications to speech analysis were
first introduced by Ramsay et al. (1996), and
further developed by Lucero et al. (1997), and
Lucero and Löfqvist (2005). The procedure in-
volves the following steps: (1) temporal normali-
sation of the signals from a number of tokens, (2)
calculation of the mean signal, (3) alignment of
individual signals to the mean signal using non-
linear time-warping, and (4) computation of one
index of amplitude variability and one of tempo-
ral variability (phase). Each token was amplitude
normalised by subtracting its mean and dividing
by its standard deviation (see Koenig et al., 2008).

Results
In a previous study with the same data (Schötz
et al., submitted), we found that amplitude vari-
ability showed a stronger correlation with age
than phase variability. Therefore, we will only
report the results for amplitude variability here.
We analysed the relationships between the three
speech units, the FDA amplitude index and age
through correlations, scatterplots and linear re-
gression models using the R statistical environ-
ment (R Development Core Team, 2011). FDA
amplitude indices as a function of age for the
three speech units are plotted in Figure 3, while
Table 1 shows the statistical results of the cor-
relation and linear regression analyses, includ-
ing correlation coefficient, slope (β), significance
level, coefficient of determination (R2) and num-
ber of samples. The results show that age signif-
icantly predicted amplitude variability, and also
explained a significant proportion of variance in
amplitude variability in all the speech units.

word1 word2 phrase
Correlation (r) -0.49 -0.65 -0.66
β -0.165 -0.279 -0.326
p 0.00219 < .001 < .001
R2 0.24 0.42 0.44
n 37 37 37

Table 1: Results of correlation and linear regres-
sion analysis between age and the FDA amplitude
variability index for the three speech unit condi-
tions.

Paired-samples t-tests were conducted to compare
the amplitude variability indices in the different

Fonetik 2011

22



5 10 15 20 25 30

6
8

1
0

1
2

1
4

1
6

age

a
m

p
lit

u
d

e
 v

a
ri

a
b

ili
ty

 i
n

d
e
x
 (

w
o

rd
1

)

males

females

5 10 15 20 25 30

5
1

0
1

5
2

0

age

a
m

p
lit

u
d

e
 v

a
ri

a
b

ili
ty

 i
n

d
e
x
 (

w
o

rd
2

)

males

females

5 10 15 20 25 30

1
0

1
5

2
0

age

a
m

p
lit

u
d

e
 v

a
ri

a
b

ili
ty

 i
n

d
e
x
 (

p
h

ra
s
e

)

males

females

Figure 3: Amplitude variability as a function
of age (solid lines), prediction intervals (dotted
lines), and confidence intervals (dashed lines) for
each of the three speech units conditions .

speech unit conditions. Means and standard de-
viations (SD) are given in Table 2. There was a
significant difference in the scores for word1 and
word2 conditions, t(36) = 6.49, p < .001. Fur-
thermore, there were significant differences in the
scores for word1 and phrase, t(36) = 11.63, p <
.001 and for word2 and phrase, t(36) = 7.70, p <
.001.

One of our motivations for splitting up the to-
kens into smaller units was to compare the results
of each sub-unit with the result of the whole ut-
terance. As the variability index scales differed in

word1 word2 phrase
Mean 9.80 12.58 14.74
Median 9.70 12.85 14.40
SD 2.91 3.70 4.26

Table 2: Means, medians and standard devia-
tions of the FDA amplitude variability index for
the three speech unit conditions.

word1 and word2, they were rescaled using the
means and standard deviations. We then calcu-
lated the correlation between age and the rescaled
and combined amplitude variability indices. The
two variables were correlated, r(72) = -0.57, p <
.001, but the correlation was smaller than the one
we obtained between age and phrase (-0.66).

Discussion and Future Work
The results for amplitude variability confirm the
results of previous studies, i.e. that lip movement
variability decreases with age. In (Frid et al., ac-
cepted) and Schötz et al. (submitted) we found
higher correlations for amplitude than phase in
both acoustic and kinematic landmarks. Koenig
et al. (2008) reported the opposite pattern, with
more variability for phase than amplitude. Those
results were, however, based on records of air-
flow during fricative production, thus reflecting
both articulatory and expiratory factors. The cur-
rent results are based on articulatory movements
alone. Similar developmental changes have been
observed in non-speech motor activities such as
reaching and finger tapping (Deutsch and Newell,
2003, 2004). The decrease of repetition variabil-
ity with age is most likely due to a combination
of factors. One factor may be cerebral and cere-
bellar development (Kent, 1976). Another one is
practice, which leads to more stable motor per-
formance. It is also likely that a developing and
changing system will show increased motor vari-
ability during transitions, when a new mode of
organisation is replacing an old one (Smith and
Thelen, 2003).

In this study, the correlation between age and
variability was almost the same for word2 as for
phrase, but weaker for word1. There are a few
possible explanations for this. One is that word2
has a longer duration than word1. The segmental
content is also different: word1 contains some-
thing like >amap< (one plosive and one nasal),
wheras word2 consists of the sequence >apab<
(two plosives).1 Another explanation may be that

1The ’greater than’ and ’less than’ are used to symbolise
in- and outgoing transitions.
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the phrase positions differ: word1 is initial, while
word2 is medial in the phrase. It is possible that
the initial position offers a potential anchoring
point for articulation, and therefore obscures any
age-related effects. It could also be that variability
is revealed better in prominent words or sub-units.
The utterance in this study was produced with a
broad focus by all subjects, i.e. with the highest
prominence on the final word barn, of which the
b is included in word2.

Splitting up the utterance into sub-parts in-
creased the sample size (by a factor of 2), but it
did not yield a stronger relationship between age
and amplitude variability. This is an interesting
finding, which we would like to examine more
thoroughly in the future. It would also be inter-
esting to compare variability in different prosodic
contexts. In further studies, we will also record
not only more typically developed children, but
also atypically developed children. Future work
also includes an examination to see if children
with atypical language development differ from
typically developing children in terms of articu-
latory variability. We also want to examine the
possible relationship of our results with cerebel-
lar function as assessed by the blink reflex.
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Exotic vowels in Swedish: a project description and
an articulographic and acoustic pilot study of /i:/
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Abstract

This paper introduces the research project Exotic vowels in Swedish – an articulo-
graphic study of palatal vowels [VOKART], which aims at increasing the empirical
knowledge of vowel production in general, and at extending our knowledge of the
articulatory dynamics of palatal vowels in Swedish in particular. In a pilot study
of the realisation of the vowel /i:/, we analysed articulatory and acoustic recordings
of two male speakers of different regional varieties of Swedish– one South Swedish
with regular [i:] and one East Central (Standard) Swedish with “damped” so called
“Viby-coloured” [1:]. Results showed that [1:] was pronounced further back with an
overall lower tongue position, but with a higher tongue tip position than [i:]. Acous-
tic analysis showed a lower F2 for [1:] than [i:], indicating a more centralised vowel
quality. These tentative results will be followed up with larger studies. In addition,
one of the analysis tools being developed within the project is described briefly.

General introduction
In a cross-language comparison, Swedish has a
fairly rich vowel system with some particularly
exotic and distinctive features. One such fea-
ture is that among the front, close vowels there
are three contrastive long vowel sounds /i:, y:,
0ff:/, characterised by a relatively small acous-
tic and perceptual distance, exemplified by min-
imal triplets such as /ni:, ny:, n0ff:/ (‘you’, ‘new’,
‘now’). Specifically the contrast between /y:/ and
/0ff:/, two similar but still phonemically distinct
rounded vowels, is considered highly unusual and
exotic among the world’s languages. The acquisi-
tion of these two vowel sounds by Swedish chil-
dren as well as adults learning Swedish typically
presents a major difficulty (e.g., Johansson, 1973;
Linell and Jennische, 1980). For these three vow-
els, the tongue articulation is assumed to be ba-
sically identical, but the documentation is incom-
plete.

Yet another exotic feature is the today fairly
wide-spread realisation of /i:/ and /y:/ in Swedish
with a “damped”, “buzzing” so called “Viby-
coloured” (named after the small town of Viby
in Central Sweden) quality, generally phoneti-
cally transcribed as [1:]. This vowel quality has
been recognised as a dialectal feature in several
Swedish regions (Bruce, 2010), and is consid-
ered to be very rare among the world’s languages
(Ladefoged and Maddieson, 1996).

Phonetic investigations of vowels in different
languages have been mainly acoustic (Ladefoged,
2003). Acoustic studies of Swedish vowels using
formant frequencies include Fant (1959), Eklund
and Traunmüller (1997), and Kuronen (2000).
However, it does not seem possible to uniquely
determine the underlying articulation of a vowel
from its formant frequencies.

Object of study and goals
The general object of study of the project is the
production of vowels, specifically the articulation
of the Swedish long palatal vowels /i:/, /y:/, /0ff:/,
/e:/ and /ø:/. We will focus on three specific is-
sues: (1) the crowding of vowels among the front,
close vowels, particularly /y:/ and /0ff:/, (2) the
diphthongisation of all five, long vowels, and (3)
the special realisation of /i:/ and /y:/ vowels with
a “damped” quality in contrast to the regular real-
isation of these vowel sounds. The major goal of
our project is to describe and understand the artic-
ulation of Swedish palatal vowels, including their
articulatory dynamics (diphthongisation). Fur-
thermore, we will also elucidate the dialectal vari-
ation among Swedish vowels. For this purpose,
we will restrict ourselves to studying vowels pro-
duced by speakers from the three metropolitan ar-
eas of Stockholm, Göteborg and Malmö, which
represent East Central (Standard), West Central
and South Swedish.
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Material and method
Speech material containing vowels from at least
15 subjects from each of the three dialectal ar-
eas Stockholm, Göteborg and Malmö will be
recorded. For the sake of completeness, we
will record realisations of all Swedish vowel
phonemes, and then focus our study on the palatal
vowels. Articulographic and acoustic (16 kHz/16
bit) recordings of the vowels will be made in
several consonantal contexts and different types
of speech material. The recorded movements of
each vowel will then be analysed using automatic
methods. As indicated above, our focus will be on
articulation, but also the formant frequencies (F1,
F2, F3) and their dynamics (possible diphthongi-
sation) will be analysed and related to the articu-
latory trajectories. We will use the Carstens Artic-
ulograph AG500 to record the articulatory move-
ments (at 200 Hz). This method is based on the
principle that when a coil (sensor) moves inside
a magnetic field, a voltage is induced in the coil,
which is proportional to the distance between the
coil and the transmitter coil generating the mag-
netic field. Articulography tracks movements in
3D of the discrete points where the sensors are at-
tached to the tongue or to other articulators. We
will record twelve sensors simultaneously. Figure
1 shows the positions of these.

1

2

3 54

8

7

6

12

119 10

Figure 1: Positions of the 12 sensors to be used.

Our articulographic method is particularly
suited for examining the assumed similarity in
tongue position among the Swedish close front
vowels. The magnitude of the lip opening (from
larger to smaller) is regarded as the major dis-
tinctive feature for these vowels: unrounded (with
spread lips) /i:/, outrounded /y:/ and inrounded /0ff:/
(Fant, 1959; Ladefoged and Maddieson, 1996).

Pilot study of two realisations
of /i:/ in Swedish
Our interest in studying the damped realisation of
/i:/ and /y:/ from a production point of view is

related specifically to an old dispute represented
in the Swedish linguistics and phonetics litera-
ture about its precise place of articulation (Bruce
and Engstrand, 2006). The disagreement is about
whether the point of major constriction for these
vowel sounds, i.e. damped /i:/ and /y:/, is fur-
ther front, as compared to their regular counter-
parts (front, close vowels), and basically alveo-
lar (Noreen, 1903), or instead further back and
rather central (Borgström, 1913). Moreover, the
position of the tongue tip relative to the tongue
dorsum in damped /i:/ and /y:/ has also been un-
der debate (see e.g., Engstrand et al., 2000). It
should be stressed that these views about the spe-
cific point of major constriction of these vowels
are at best intelligent speculations, as adequate ar-
ticulatory data seem to be lacking here. A fronted
(alveolar) variant would seem to be more odd as a
place of articulation of a vowel, while a retracted
(central) variant would appear to be a vowel ar-
ticulation which is less unusual and found in a
fair number of the world’s languages (Björsten
et al., 1999; Engstrand et al., 2000). To learn more
about the articulation and acoustics of the regular
and damped realisations of Swedish /i:/, we con-
ducted a small pilot study.

Data and method
Articulographic and acoustic recordings of /i:/
with two Swedish male speakers of different re-
gional varieties – one South Swedish speaker
with regular [i:] and one East Central Swedish
speaker with damped [1:] – were made using the
Carstens Articulograph AG500. Three repetitions
of the two words /bi:bel/ and /papi:pa/ with bil-
abial contexts and primary stress on the /i:/ vowel
were recorded using a subset of the sensor posi-
tions shown in Figure 1. Sensors were placed on
the tongue tip, tongue blade and tongue dorsum.
We placed reference sensors on the nose bridge
and behind the ear. Articulographic analysis was
made with the MATLAB script Mview (Tiede,
2010), and Praat (Boersma and Weenink, 2011)
was used in the the acoustic analysis.

Results
Articulographic analysis

The MATLAB script Mview enables examina-
tion of the data in three dimensions. Since the
recorded sensors were aligned along the tongue
on the same axis, we examined the tongue move-
ment pattern at a midsagittal plane. We selected
an articulatory measurement sample from one
point in time from the steady-state portion of each
vowel. Figure 4 shows the positions of the sensors
at this time instant.
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Figure 2: Midsagittal plots of four articulatory
measurement sample points from one point in time
of the steady-state portion of Swedish regular [i:]
(top) and damped [1:] (bottom).

The tongue is positioned more forward in the
mouth (relative to the nose bridge) for [i:] than
for [1:]. Another difference is that for [i:] the
tongue blade is lower than the tongue dorsum and
the tongue tip is lower than any of the other two.
For [1:] however, the height pattern is reversed;
the tongue tip appears to be higher than the oth-
ers. The overall position of the tongue also ap-
pear somewhat lower (again, relative to the nose
bridge) for [1:].

Acoustic analysis

Table 1 displays mean values of the first four for-
mant frequencies (F1-F4) of manually segmented
steady-state portions of three repetitions each of
regular [i:] and damped [1:]. F1 appears to be al-
most identical in [i:] and [1:], while F2 is 601 Hz
higher in [i:]. F3 and F4 show slight differences;
F3 is 131 Hz higher in [i:], while F4 is 282 Hz
higher in [1:].

Figure 3 shows an F1/F2 plot with one Bark
circles of regular [i:] and damped [1:], as well
as the primary cardinal vowels pronounced by
Daniel Jones (see e.g., IPA, 1999). [i:] appears
to be quite similar to the second primary cardinal
vowel [e:], i.e. a front close or close-mid vowel,
while [1:] is positioned further back, like a central
close or close-mid vowel.

Mean Fn (Hz) [i:] [1:]
F1 332 330
F2 2017 1416
F3 2685 2554
F4 3239 3521

Table 1: Mean formant frequencies (Hz) of the
first four formants in the steady-state portion
of [i:] and [1:] (three repetitions by one male
speaker for each vowel realisation).
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Figure 3: F1 /F2 plot of mean formant values
measured in the steady-states of regular [i:] and
damped [1:] along with the eight primary cardi-
nal vowels as pronounced by Daniel Jones. Each
circle is one Bark in diameter.

Discussion
Articulatory as well as acoustic differences be-
tween regular and damped /i:/ were observed. We
found a difference in tongue position that sug-
gests that [1:] is pronounced further back, i.e.
not as an alveolar, but more like a central palatal
vowel. The shape of the tongue is also different
in the two realisations, i.e. an downward slope
from dorsum to tip for [i:], but an upward slope
for [1:]. This supports the observations of [1:] by
Noreen (1903), but not Borgström (1913). How-
ever, the tongue position and shape needs to be in-
vestigated further using more subjects of several
Swedish dialects.

The acoustic analysis showed that the formant
frequencies differ mainly in F2, indicating that
the main difference between the two realisations
is that [1:] is pronounced further back than [i:].
This is in line with Engstrand et al. (2000). Both
[i:] and [1:] seem closer to the second cardinal
vowel [e:] than the first one [i:], suggesting that
they are close-mid vowels. However, the South
Swedish speaker used a slight diphthongisation
[ei:], and although only the steady-state portion
of the [i:] was used in the analysis, this may still
have had some influence on the results. Our ten-
tative results are based on a very limited mate-
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rial and need to be followed up by larger stud-
ies with more subjects and vowel repetitions. Fu-
ture work includes recording and analysing all
Swedish vowels produced by at least 15 subjects
each from three dialectal areas.

Exemplifying work in progress
We are currently developing tools for visualising
the data. One way of plotting articulatory data is
the common midsaggital view of the tongue from
the side. Figure 4 shows an example of such a
plot of the tongue profiles for one realisation of
each of the Swedish long vowels /i:, y:, e:, ø:, E:,
0ff:, u:, o:, a:/ along with the palate contour for one
speaker and one moment in time per vowel.
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Figure 4: Sensors placed on a male south Swedish
speaker and the corresponding midsagittal view
of the palate contour and stylised tongue profile
for one moment in time of the Swedish long vow-
els /i:, y:, e:, ø:, E:, 0ff:, u:, o:, a:/.

The palate profile was measured as the subject
pressed the tongue tip sensor up against the palate
and slowly pulled it backwards. The tongue pro-
files were reconstructed from sensors 1, 2 and 3
(see Figure 1) by simple linear interpolation. Fu-
ture work includes developing visualisation tools
for vowel dynamics in three dimensions.
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Abstract  
Audiovisual speech perception was investigated in three different conditions:  (i) 
binaurally, where the same sound was presented in both ears, (ii) monaurally, 
where the sound was presented in one ear randomly, and (iii) dichotically, where 
the subjects were asked to focus on what was heard in the right ear. The results 
showed visual influence to be lowered in random monaural presentation as well as 
in dichotic presentation. Low visual influence to dichotic presentation, as com-
pared with binaural presentation, supports the notion of an attentional component 
in audiovisual speech processing. Low visual influence in the random monaural 
presentation may be due to increased attention to the auditory modality because of 
uncertainty. 
 
Introduction 
This paper is concerned with cross modal inte-
gration in speech perception and whether or not 
the visual impact on auditory perception might 
be related to the amount of accessible attentional 
resources. 

The McGurk effect (McGurk and Mac-
Donald, 1976) shows that optical information 
about a speaker’s speech gesture has an influ-
ence upon auditory speech perception, not only 
at low signal to noise ratios (Sumby and Pollack, 
1954; Erber, 1969) but also when the acousti-
cally conveyed speech signal is clear. In the 
study carried out by McGurk and MacDonald a 
face articulating /gaga/ presented together with 
an acoustically presented /baba/, was predomi-
nantly perceived as /dada/ by adult listeners. In a 
later study (Traunmüller and Öhrström, 2007a), 
incongruent audiovisual front vowels were pre-
sented. Perceived vowel openness correlated 
almost exclusively  with vowel openness con-
veyed through the auditory channel, while per-
ceived lip rounding correlated predominantly 
with lip rounding conveyed through the visual 
channel. An auditory (Swedish) /gig/ synchro-
nized with a visual /gøg/ was accordingly per-
ceived as /gyg/. An auditory /gyg/ synchronized 
with a visual /geg/ was perceived as /gig/.  

Ever since the finding of McGurk and Mac-
Donald (1976), the nature of audiovisual inte-
gration has been debated. Some theorists have 
claimed the effect to occur at an early level of 
speech processing, which means that optical 

information influences the phonetic percept (e.g. 
Traunmüller and Öhrström, 2007b, Colin et al., 
2002), while others claim it to occur later: E.g.  
according to the fuzzy logical model of percep-
tion (Massaro, 1998), information in each mo-
dality is supposed to be processed and evaluated 
in parallel before integration and decision mak-
ing (i.e. concept matching) take place.  

Automaticity is another issue connected to 
timing of integration. Intuitively, an early inte-
gration approach would leave less space for 
endogenous attention to have impact on the in-
coming signal before it is integrated. Signs of 
automaticity have been shown in many studies 
(e.g. Green et al., 1991, Rosenblum and Saldaña, 
1996, Hietanen et al. 2001). Massaro (1984) also 
claimed audiovisual integration to be robust to 
lack of attention. Considering audiovisual per-
ception of emotions, Vroomen et al. (2001) 
claimed integration to be independent of atten-
tion. However, in later studies where distractors 
were used (Tiippana et al., 2004) and according 
to the dual task paradigm (Alsius et al., 2005; 
Alsius et al., 2007), presence of an attentional 
component has been demonstrated in audiovis-
ual integration. 

The present study aims to further investigate 
the robustness of audiovisual integration in 
speech perception using a (i) dichotic listening 
task, in which endogenous attention is kept on 
what is heard in the right ear, and (ii) a monaural 
task, in which sound is presented in one ear 
only, while the listener won’t know in which 
one in advance. In the first task, attentional re-

TMH - QPSR Vol. 51

29



sources are supposed to be consumed by focus-
ing. The audiovisual integration would be inhib-
ited if dependent of available attentional re-
sources. The second task is concerned with un-
certainty, where the listener won’t know in 
which ear the sound will appear next (i.e. possi-
bly attention consuming). Listening to one ear is 
however equivalent with a decrease in sound 
intensity of about 3 dB. This could in contrast 
potentially lead to more auditory confusions and 
more visual influence.  

Method 

Participants 
In total 30 subjects, 25 female and 5 male, vol-
unteered as perceivers. They were all native 
speakers of Swedish. They were all right-
handed, reported normal hearing and normal or 
corrected vision. Their mean age was 24.5 years 
(SD = 5.6 years). 

Speech materials 
A right ear advantage (REA) test was made to 
ensure that the listeners’ preference would be on 
the right ear. It was a subset of a test used by 
Söderlund et al. (2009), originally constructed 
by Hugdahl (2002). It consisted of the syllables 
/ba/, /ga/ and /da/ presented in congruent and 
incongruent dichotic fashion. There were a total 
of nine REA stimuli, each presented three times 
in random order.  

The stimuli in the following experiments 
were a further edited subset of the visual, audio 
and audiovisual stimuli used in Traunmüller & 
Öhrström (2007a). There were two speakers, 
one male and one female.  

In the first block the visual stimuli showed 
the speaker while pronouncing the syllables 
/gig/, /gyg/, /geg/ and /gøg/. Each token was 
presented twice in random order, thus giving a 
total of 16 presentations. 

Block 2 consisted of auditory and incongru-
ent audiovisual stimuli. A summary of these 
stimuli is shown in table 1. Each token in the 
second block was presented twice in random 
order, thus giving 48 presentations in total. 

Block 3 consisted of stimuli corresponding to 
those in block 2, but presented in one ear at a 
time. Stimuli were randomized in such a way the 
listener couldn’t predict in which ear the next 
sound would appear. Each token in block 3 was 
presented once, giving a total of 48 presenta-
tions.  

Block 4 consisted of incongruent dichotic audi-
tory and audiovisual stimuli. There were di-
chotic incongruences concerning vowel open-
ness but not roundedness. The stimuli of block 4 
are shown in table 2. Each dichotic token were 
presented twice, thus giving a total of 48 presen-
tations. 

Table 1. Stimuli presented in the second experi-
mental block. A = acoustically presented stimu-
lus, V = optically presented stimulus. 

A V  A V 
/gig/ -  /gyg/ - 
/gig/ /gyg/  /gyg/ /gig/ 
/gig/ /gøg/  /gyg/ /geg/ 
/geg/ -  /gøg/ - 
/geg/ /gyg/  /gøg/ /gig/ 
/geg/ /gøg/  /gøg/ /geg/ 

 

Table 2. Stimuli presented in the forth experi-
mental block. Aleft = acoustically presented 
stimulus in the left ear, Aright = acoustically pre-
sented stimulus in the right ear V = optically 
presented stimulus. 
Aleft Aright V  Aleft Aright V 
/gig/ /geg/ -  /gyg/ /gøg/ - 
/gig/ /geg/ /gyg/  /gyg/ /gøg/ /gig/ 
/gig/ /geg/ /gøg/  /gyg/ /gøg/ /geg/ 
/geg/ /gig/ -  /gøg/ /gyg/ - 
/geg/ /gig/ /gyg/  /gøg/ /gyg/ /gig/ 
/geg/ /gig/ /gøg/  /gøg/ /gyg/ /geg/ 

  

Experimental procedure 
Three listeners were participating at a time. 
They were seated at approximately an arm’s 
length distance from a computer screen and 
wore somewhat isolating headphones (Deltaco, 
stereo dynamic, HL-56). They were given in-
structions in both written and spoken form. The 
subjects wrote their answers on prepared re-
sponse sheets in a forced choice design. 

In the initial REA-test, the listeners listened 
to the incongruent dichotic stimuli. The listeners 
were asked to report what they had heard and 
choose between <ba>, <da> and <ga>. 

The order of the following blocks varied 
across subjects to avoid context effects. In the 
experimental blocks, the nine Swedish long 
vowels appeared as response alternatives.  

In block 1 (optic stimuli), the subjects were 
asked to report what vowel they had seen 
through speech reading. 
In block 2 (binaural stimuli), the subjects were 
asked to report what vowel they had heard, 
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while watching the articulating face when 
shown. 

In block 3 (monaural stimuli), the subjects 
were asked to report what they had heard while 
watching the articulating face when shown on 
screen. They weren’t aware of in which ear the 
sound would appear next. 

In block 4 (dichotic stimuli), the subjects 
were asked to report what they had heard in their 
right ear while watching the articulating face 
when shown on screen.  

Results 
According to the initial REA-test, a majority of 
the subjects responded mostly in accordance 
with what was presented in the right ear. This 
tendency was not however overwhelming: on 
average 53.6% (SD = 9.1%). 

In the following, relative visual influence on 
perceived rounding will be calculated according 
to equation 1: 
 
Equation 1: 
Rel.infl. = (AVround - Around) / (Vround - Around)    
 
AVround = Proportion of audiovisual tokens per-
ceived as a rounded vowel. 
Around = Proportion of auditory (only) tokens 
perceived as a rounded vowel. 
Vround = Proportion of visual (only) tokens per-
ceived as a rounded vowel. 

Example: If an optic /i/, paired with an 
avoustic /y/ is perceived as rounded to a 60% 
extent, then AVround = 0.6. If the acoustic /y/ in 
single mode is completely perceived as rounded, 
then  Around = 1. If the optic /i/ = is completely 
perceived as unrounded, then Vround = 0. The 
relative visual influence on the perceived round-
ing would then be 0.6.  

Five subjects were excluded in the following 
analysis because of too small differences, 
(|Vround-Around| ≤ .4), leading to incomparable 
results and unreliable measures. 

For block 1, the visual responses regarding 
roundedness are shown in table 3. 

 For block 2, the responses to auditory and 
audiovisual binaural stimuli regarding rounded-
ness are shown in table 4. An intended /i/, pro-
duced by the female speaker was often catego-
rized as /y/ (42.3%) and even as /ʉ/ in some 
cases (5.8%). This skewness is also present in 
block 3 and 4.  
For block 3, the responses to monaurally pre-
sented stimuli are shown in table 5.  

For block 4, the responses to dichotically pre-
sented stimuli are shown in table 6. As could be 
seen in table 2, intended/presented rounding 
didn’t differ across ears. 

Table 3. Confusion matrix for visually perceived 
roundedness (block1). “0”=unrounded, 
“1”=rounded. Rows: intended, columns: per-
ceived rounding (%). 

Stimulus 0 1 
0 95.2 4.8 
1 2.9 97.1 

 

Table 4. Confusion matrix for perceived round-
edness among auditory and audiovisual stimuli, 
binaurally presented (block2). “0”=unrounded, 
“1”=rounded responses to visual stimuli. Rows: 
presented, columns: perceived vowels (%). 

Stimulus   
Aud Vis 0 1 

0 * 83.7 16.3 
1 * 1.9 98.1 
0 1 57.1 42.9 
1 0 26.2 73.8 

  

Table 5. Confusion matrix for perceived round-
edness among auditory and audiovisual stimuli, 
monaurally presented (block3). 
“0”=unrounded, “1”=rounded responses to 
visual stimuli. Rows: presented, columns: per-
ceived vowels (%). 

Stimulus   
Aud Vis 0 1 

0 * 86.5 13.5 
1 * 4.3 95.7 
0 1 73.6 26.4 
1 0 20.7 79.3 

  

Table 6. Confusion matrix for perceived round-
edness among auditory and audiovisual stimuli, 
in dichotic mode (block4). “0”=unrounded, 
“1”=rounded responses to visual stimuli. Rows: 
presented, columns: perceived vowels (%). 

Stimulus   
Aud Vis 0 1 

0 * 86.5 13.5 
1 * 8.7 91.3 
0 1 72.8 27.2 
1 0 21.4 78.6 

  
The relative visual influence was calculated 
according to equation 1 for each subject in each 
condition. The averages across subjects are 
shown in figure 1. Paired samples t-tests re-
vealed that the visual influence is significantly 

TMH - QPSR Vol. 51

31



lower in the monaural and dichotic condition as 
compared with the binaural condition: t (24) = 
4.89, p < .005 (2-tailed); t (24) = 2.71, p < .05 
(2-tailed).  

Figure 1. Visual influence on rounding in each 
condition. Averages across subjects. 

Discussion and conclusion 
The results of this study are in accordance with 
earlier studies (Alsius et al., 2005, Alsius et al., 
2007, Tiippana et al., 2004), that there is an 
attentional component involved in audiovisual 
speech processing. Still, the issue about auto-
maticity in audiovisual speech processing isn’t 
yet clarified: We have shown that integration is 
inhibited when a competing task consumes at-
tentional resources, but can we disregard from 
visual information, without looking away, even 
when attentional resources are available? Just 
asking the subjects to focus on what is heard vs. 
seen isn’t a satisfactory approach since the two 
answers will reflect two different percepts, one 
vocal and one gestural (facial) (Traunmüller & 
Öhrström, 2007b). 

The results in block 3 (monaural stimuli) is 
of particular interest. Only one ear involved, 
would intuitively evoke more confusions in 
auditory mode than binaural stimuli, due to de-
graded sound input. This would, according to 
Sumby & Pollack (1954) and Erber (1969), 
leave more space for visual influence. Instead 
there were slightly less confusions and visual 
influence significantly lower than for binaural 
stimuli. This may be due to the experimental 
design where, the listeners weren’t aware of in 
which ear the next sound would appear. This 
uncertainty may cause attention to be drawn to 
the auditory modality. The visual influence in 
this study is substantially lower than that ob-
tained in Traunmüller & Öhrström (2007a). This 
may be due to the experimental design, where 
visual stimuli were mixed together with auditory 
and audiovisual stimuli in the same experimen-

tal block, forcing the subjects always to attend to 
the speakers’ face. 
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Abstract

We describe in this paper a support client interface to the IP telephony application
Skype. The system uses a variant of SynFace, a real-time speech reading support
system using facial animation. The new interface is designed for the use by elderly
persons, and tailored for use in systems supporting touch screens.
The SynFace real-time facial animation system has previously shown ability to en-
hance speech comprehension for the hearing impaired persons. In this study we
employ at-home field studies on five subjects in the EU project MonAMI. We present
insights from interviews with the test subjects on the advantages of the system, and on
the limitations of such a technology of real-time speech reading to reach the homes
of elderly and the hard of hearing.

Introduction
Speech and sounds are important sources of in-
formation in our everyday lives for communica-
tion with our environment, be it interacting with
fellow humans or directing our attention to tech-
nical devices with sound signals. For hearing
impaired persons this acoustic information must
be enhanced, supplemented, or even replaced by
cues using other senses.

We believe that the most natural modality to
use is the visual, since speech is fundamentally
audiovisual and these two modalities are comple-
mentary.

The strong bonding and redundancy between
the human face and the speech signal has been
extensively investigated. The most basic redun-
dancy, that is a result of a physical process is lip
movements. Lip reading has been shown to en-
hance speech comprehension, for example, in dif-
ferent noisy environments (Summerfield (1992)).

On the other hand, there is a growing number
of hearing impaired persons in the society today.
With this growing number, there is also a grow-
ing number of research projects which aim to to
develop the next generation of assisting devices
that will allow this group - which predominantly
includes the elderly - equal participation in com-

munication and empower them to play a full role
in society. Such projects are the H@H (Hearing
at Home, Beskow et al. (2008b)), and MonAMI
(Beskow et al. (2008a)).

For a hearing impaired person, it is often nec-
essary to be able to lip-read as well as hear the
person they are talking with that is in order to
communicate successfully. Often, only the audio
signal is available, e.g. during telephone conver-
sations or certain TV broadcasts.

One of such supportive technologies for lip
reading is the SynFace system (Beskow et al.
(2004)). SynFace was developed as a real-time
facial animation system that receive audio signal
as input, and generates facial movements using
a 3D animated face. These movement are then
synchronized with the audio signal and showed to
the listener in combination with the audio. Syn-
Face, in several experiments, has been shown to
enhance speech comprehension for normal and
hard-of-hearing persons (Salvi et al. (2009)).

Visual speech reading support technologies
such as SynFace, however, have not yet been em-
ployed in the everyday life of persons in need and
there is little research on the integration of these
technologies in smart homes and devices, so that
they can efficiently and independently be used by
people.
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This study aims at integrating the SynFace
system in the popular, widely used, Skype IP tele-
phony system. We describe in this article the
structure of the SynFace client interface of Skype,
and discuss the different properties that advance
on making SynFace an integrated solution for el-
derly. Further on, we describe field studies on five
elderly subjects.

The paper is structured as follows. Section 2
describes briefly the structure of the SynFace sys-
tem. Section 3 describes the SynFace interface for
Skype and how it is tailored for the use by elderly.
Section 4 describes field studies and Section 5 re-
ports on advantages and limitations of the tech-
nology, and recommendations and insights from
interviews with the test subjects.

The SynFace System
SynFace is a lip-synchronized talking head that
is optimized as a visual reading support. The
system was originally developed under the Euro-
pean Commission project Teleface (Beskow et al.
(1997) as a virtual facial support system for the
hearing impaired, and was later developed to sup-
port several languages such as English, Swedish,
Dutch and German.

SynFace employs a 3D animated face model
controlled by articulatory oriented parameters.
An online control model drives the system based
on time-stamped phonetic input. A phonetic rec-
ognizer is used in order to drive the face move-
ment from the incoming speech signal. The con-
straints on the recognizer for this application are
speaker independence, task independence and,
above all, low latency. The recognizer is based on
a hybrid of hidden Markov models and recurrent
neural networks. Special effort has been put in
reducing all sources of latency in the processing
chain. This was achieved by limiting the look-
ahead in neural networks, decoder and the control
model for the hearing impaired.

Figure 1 shows a snapshot of one of the 3D
animated agents used in SynFace.

Architecture
In this project, Skype, a popular IP telephony sys-
tem, is used as a back end for SynFace.

Skype, indeed popular, still lacks an intu-
itive interface for the less experienced users in
computer software, and requires reasonably ad-
equate knowledge in computer based telephony
to be able to use the system. In addition, the
system provides a good environment to deploy-
ing and testing speech reading support using real-
time computer animation for the use in IP tele-
phone, since other services such as speech cod-

Figure 1: One of the animated faces in the Syn-
Face system.

Figure 2: A snapshot of the the Skype IP tele-
phony user interface.

ing, compression, echo and noise reduction are
advanced and robust. Figure 2 shows a snapshot
of the Skype interface.

The choice for building a new interface for
Skype is made so to operate under touch-screen
functionality, which is becoming more and more
accessible using smart devices and laptops. The
interface is also made very minimalist, so to pro-
vide basic functionality that allows subjects to
perform the task with a minimal number of op-
erations, while being intuitive and responsive.

Figure 3 shows a screen-shot of the client in-
terface. The interface loads all the contacts from
the subject Skype account when the subject starts
the system. Every contact is represented by a
button, that includes a contact picture in case the
Skype contact is associated with a profile picture.
On clicking on the button, a call is started and a
hang-up button is shown so the call can be termi-
nated. Whenever a call is started, the SynFace an-
imated face starts moving in sync with the audio
signal.

The audio signal is delayed by a 200 ms pe-
riod to allow for animation, and re-synchronized
with the animation. Figure 4 shows the flow of in-
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Figure 3: A snapshot of the new interface, includ-
ing the SynFace facial animation system.

formation and the underlying structure of the sys-
tem.

In this implementation, the incoming audio
from Skype is transferred to a visual audio chan-
nel, instead of to the speakers, using the Virtual
Audio Cable system (http://www.ntonyx.com/vac.htm).
The audio is then transferred to the SynFace sys-
tem. In the SynFace system, the audio is fed into
the phoneme recognizer, and the output is used to
generate the facial animation. After that, the au-
dio and the animation is synchronized and played
in a delay of 200 ms to the speakers.

Field Studies
The new interface is tested in the context of the
MonAMI project. The system is targeted for test
at two sites of assisting home centers for the el-
derly in Stockholm. A pitch presentation is given
to all the interested residents and asked for partici-
pating in long term test period of one week, where
the system will be installed at their own apart-
ments, and used as an alternative to their home
phones. At both sites, five subjects in total have
subscribed to the tests.

The pitch presentation of the system is made
using a 22" screen all-in-one Asus eee-top com-
puter. All the subjects showed dissatisfaction
about the size of the setup, and required a smaller
hardware due to space limitations at their own
apartment. Large display screen, although pro-
vide higher quality image, but limit the mobility
of the system due to its size and weight. For the
subscribed users, a 13" light weight touch screen
laptop is used for the studies. Figure 5 shows a
picture of the computer with the system deployed.

Before the tests, an interview is carried out
with each of the subjects about their use of tele-
phones, their use of previous computer technol-
ogy, and their expectations of the system. A tele-
phone based hearing test is also carried out to

measure the hearing ability of the subject, and
found that all the subjects have normal or near
normal hearing ability.

The same interview was carried out after one
week of the use of the system. During the test,
a telephone and on-site technical support was of-
fered for any difficulties using the system with the
help of two students.

Results
From the pre-test interviews, it was clear that all
the test subjects had very little knowledge about
the contribution of facial and lip movement to
speech understanding, and hence were reluctant
to use the system to its potential. However, sev-
eral subjects reported during the final interview
that they realized the contribution of lip move-
ments from conscious observation to SynFace and
other mediums such as TV.

One of the main hurdles for the tests were
technical barriers between the subjects and the
usage of computers. Although the system was
installed on a dedicated machine, and required
no knowledge on how to operate a computer, the
need to deal with a hardware had very often re-
quired assistance. Nonetheless, a positive reac-
tion to using the system was seen with the sub-
jects with a little better computer skills.

In regards to the system interface, subject
very seldom required any help to operate the sys-
tem, and two subjects have used the system for
more than 40 calls during the test week. Regard-
ing SynFace lip movements, users have shown
high satisfaction by the animation of the face and
by the synchronization of the face and the audio
signal, however, they believed that they are in no
need for the service. We believe this is due to
several effects such that the subjects did not have
hearing impairment, and did not believe that in-
formation from the face can help to better under-
stand the speech signal.

One interesting insight was that, before con-
ducting the test, the subjects have shown discom-
fort towards the look of the SynFace facial design,
and demanded a more human-like appearance of
the face. However, from the post-test interviews,
all the test subjects shown comfort in looking the
face and seen themselves in no need for a more
human-like facial appearance.

Discussion and Conclusions
This paper presents the structure and the inter-
face of a virtual speech reading support system
that is integrated with the IP telephony applica-
tion Skype. The interface is developed to provide
the users of Skype with automatically generated
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Figure 4: A data flow chart of the system.

Figure 5: The computer setup used for the field
studies.

facial movements supporting the audio signal of
the conversant.

The visual support is provided using the Syn-
Face real-time speech driven facial animation sys-
tem. This interface is tailored for the use by the
elderly at a home setting and for a long term pur-
pose, and hence structured to be accessible and
intuitive, and avoids as much as possible expe-
rience in how to operate a hardware device or a
software, which we believe to have been hurdles
in the way for the wide use of this technology by
the intended audience, namely the elderly and the
hard of hearing.

The field study, which have been carried by 5
elderly subjects during one week, provide insights
on the technology and the limitations of the sys-
tem to be used independently by the targeted au-
dience.

The findings from the study show that, al-
though the current state of the virtual speech read-
ing support technology is mature enough to be ac-
cepted by the elderly, many difficulties still per-
sist in the face of this technology to take of, and
should be strongly taken into consideration. Such
considerations are the size, weight, mobility and
operability of the hardware, and intuitive, respon-
siveness and clarity of the user interface.

We also believe that, since the subjects who
have taken part in the study did not suffer from
any hearing impairment, this lessened the need of
the subjects to exploit the system to its potential,
since they did not rely on the facial animation to
enhance their speech comprehension.
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Abstract 
Previous research on anticipatory lip rounding has generated two views on this 

phenomenom. On the one hand there is the look ahead model which postulates that 

the initiation of lip rounding is governed by the structure of the utterance and on 

the other there is the temporally locked model that suggests that the initiation 

occurs at a set time before a rounded vowel. This current study aimed to replicate 

parts of an earlier one by Lubker and Gay (1982), who examined temporal aspects 

of anticipatory lip rounding. The purpose of the replication was to compare data 

obtained from electromyography (EMG) and magnetometry with data from the 

Wave System (NDI). A number of subjects recorded Swedish speech material. 

Movement coordinates from the upper and lower lip were obtained in the x, y and z 

dimensions. However, only the x dimension was further analyzed since it 

represented an anterior-posterior lip movement. While processing data it became 

apparent that this dimension alone was insufficient for determining when the lip 

rounding was initiated. The analysis did, however, provide an answer to how the 

subjects organized their lip rounding in terms of look ahead versus temporally 

locked models. 

 

Introduction 
Research in the field of lip rounding has 

generated two views on this phenomenom. One 

view, suggested by Henke (1966) amongst 

others, postulates that speakers apply a so 

called look ahead model (Abelin et al., 1980). 

This model assumes that anticipatory lip 

rounding is governed by the length of the 

consonantal string preceding a rounded vowel, 

given that all consonants are unmarked for 

labiality (McAllister, 1978). The other view, 

called the temporally locked model, suggests 

that the initiation of lip rounding occurs at a set 

time before the rounded vowel and is therefore 

not influenced by the length of the consonantal 

string. This view is supported by Harris and 

Bell-Berti (1979; 1981; 1982) and Gay (1977). 

     Almost all previous research has, despite 

differing views, used EMG as primary means of 

measurement. Since EMG registers electrical 

activity in muscles which does not necessarily 

indicate an actual movement, this means of 

measurement has been questioned (Lubker & 

Gay, 1982). Due to this insufficiency it was of 

interest to use technique that aimed to measure 

actual movement rather than electrical muscle  

 

activity. Hence, Lubker and Gay (1982) 

complemented their EMG measurements with 

magnetometry, where a magnet was attached to 

the upper lip to register its articulatory 

movements in the x and y dimension. However, 

data obtained from EMG only marginally 

corresponded with the movements registered by 

magnetometry. Therefore it was still of interest 

to perform a similar experiment with improved 

technique, which this replication aimed to do. 

The experiment was performed with a 

prototype of The Wave Speech Research 

System (NDI) that registers the small 

movements associated with speech by using an 

electromagnetic field. There were several 

reasons for using Lubker and Gay’s (1982) 

study for this replication. For one, the authors 

represented both views on the nature of 

anticipatory lip rounding, giving them a critical 

attitude towards previous research, and their 

speech material was comprehensive, containing 

both nonsense words and real Swedish 

utterances. 
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Method 

Subjects and speech material 

Five female subjects, aged 23 to 45, 

participated in the experiment. All of them 

where native speakers of Swedish except for 

one who had Italian as her native language but 

was an advanced speaker of Swedish. All of the 

subjects were familiar with the nature of the 

experiment. 

Since the experiment aimed to replicate 

parts of an earlier study by Lubker and Gay 

(1982) parts of their speech material was used. 

The material consisted of nine Swedish 

utterances and twelve nonsense words that 

followed Swedish phonotactic rules, see Table 

1. The participants read the material once 

before recording and then during recording the 

subjects read it twice without pause, with the 

instructions to articulate as naturally as 

possible. Four reference sounds /ɐ/, /i/, /u/ and 

/m/ were produced at the end of every repetition 

with the instructions to articulate as distinctly as 

possible, with the purpose of obtaining 

reference data to match with the other 

utterances. 

Table 1. The speech material in orthographic 

and phonetic representation. Parentheses: 

Speech sounds not pronounced by all subjects. 

Orthographic  IPA 

ditt skrot   ['dɪt:skə'ru:t]  

ett danskt skåp  [ɛ'tɐn:s(k)t'sko:p]* 

vilket tyder  [vɪlkə'ty:dɛr] 

ditt sot   ['dɪt:'su:t] 

ett danskt skrutt  [ɛ'tɐn:s(kt)'skrɵt:]* 

ditt skot   ['dɪt:'sku:t] 

det också   [de:(t)'ɔksɔ]* 

Stockholm  ['stɔkˌ(h)ɔlm]* 

ett norskt skåp  [ɛt:'nɔʂ(kts)'ko:p]* 

asto   [ɐ'stu:] 

asksto   [ɐsk'stu:] 

ato   [ɐ'tu:] 

aksto   [ɐk'stu:] 

oto   [ʊ'tu:] 

oksto   [ʊk'stu:] 

osto   [ʊ'stu:] 

osksto   [ʊsk'stu:] 

ata   [ɐ'tɒ:] 

aksta   [ɐk'stɒ:] 

asksta   [ɐsk'stɒ:] 

akstra   [ɐk'strɒ:] 

Procedure 

The recording was made using the Wave 

System where two sensors were placed mid-

sagittally on the vermillion border on the upper 

and the lower lip. To register the movements of 

the head a reference sensor was placed on a 

headgear which was worn by the subject. The 

Wave System subtracted the information 

obtained by the headgear sensor from the 

information registered by the lip sensors 

leaving only movements caused by articulation. 

The subjects were placed in profile in front of a 

generator that created an electromagnetic field. 

Simultaneously with the registration of the lip 

movements an acoustic recording was made 

using a microphone placed at breast height on 

the subject. The Wave System synchronized the 

acoustical data with the movement data by 

adding a synchronizing signal to the pure 

acoustical signal.  

Data processing 

Data from three out of five subjects were 

selected for further processing. The first 

elimination was due to the fact that the lower 

lip sensor could not be attached to one of the 

subjects. The second elimination was due to 

one of the subjects not being a native speaker of 

Swedish. 

From the remaining data, the second reading 

was chosen for further analysis. The acoustical 

recording was transcribed using Wavesurfer 

which provided an onset time for all phonemes, 

which subsequently could be matched with the 

movement data. The Wave System generates 

movement data in three dimensions, x, y and z 

and the torsion for each one of them. The 

coordinates for these dimensions were 

converted into diagrams to visualize the lip 

movements during the utterances. The diagrams 

of the x dimension were chosen for thorough 

analysis since this dimension represented the 

spatial direction horizontally parallel to the 

generator, given that the subject was seated 

with her left ear towards the generator. In other 

words, the x dimension represented the 

anterior-posterior protrusion of the lips. The 

aim was to locate the initiation of the protrusion 

movement for comparison with the acoustical 

onset of the rounded vowel. 

 

Results 
The information from the x dimension alone 

was insufficient for deciding when anticipatory 

lip rounding was initiated but the data does 

show the movement of the lips from a posterior 

to an anterior position. A higher value on the y 

axis in the diagrams indicates a more posterior 
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position of the lips. Figure 1 shows the 

reference sounds /ɐ/, /i/, /u/ and /m/. Figure 2 

shows the movement from a spread to a 

rounded vowel in the utterance “ditt skrot”. All 

figures show utterances produced by three 

different subjects.  

Figure 3 shows nonsense words with 

varying length of the consonantal string and this 

figure demonstrates that movement of the lower 

lip in the x dimension is initiated at different 

points in time before the rounded vowel.

 

 

 

 

 

Figure 1. Left to right: Subject 1-3 producing the reference sounds /ɐ/, /i/, /u/ and /m/. Red vertical 

continous lines indicate the acoustical onset of a speech sound. Red vertical dotted lines indicate the 

end of a speech sound. X-axis: time in seconds. Y-axis: posterior-anterior movement in mm. High 

values on the y axis indicate a more posterior position. 

 

 

Figure 2. Left to right: Subject 1-3 producing ”ditt skrot”. Red vertical lines indicate the acoustical 

onset of vowels. Black vertical dotted lines indicate the release in plosives. Black continous lines 

indicate the occlusion in plosives and the initiation of remaining speech sounds. X-axis: time in 

seconds. Y-axis: posterior-anterior movement in mm. High values on the y axis indicate a more 

posterior position. 

 

 

 

 

 

Figure 3. Left to right: Subject 1-3. The movement of the lower lip in the x dimension for the nonsense 

utterances /ato/ (blue line), /asto/ (green line), /aksto/ (pink line), /asksto/ (orange line) synchronized 

in time with the acoustic onset of [u] (red vertical line). The black part of the lines: [ɐ]. Black 

squares: onset of the first consonant. X-axis: time in seconds. Y-axis: posterior-anterior movement in 

mm. High values on the y axis indicate a more posterior position. 
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Discussion 
The aim of this study was to perform a partial 

replication of an earlier study by Lubker and 

Gay (1982) and compare results based on EMG 

measurements and magnetometry with results 

obtained by the Wave System. The decision to 

only analyze the x dimension generated 

problems with deciding when anticipatory lip 

rounding began because when rounding it is not 

only the degree of protrusion that impacts the 

movement but other aspects including jaw 

opening and the torsion of the lower lip seem to 

have an influence as well. Attempts were made 

to use data from the reference sound /m/ to 

create a base line as it ought to be articulatory 

neutral with regards to protrusion. This attempt 

further illustrated the difficulties in studying 

one dimension alone, as the expected neutral 

reference sound /m/ produced a larger 

movement of the lower lip towards an anterior 

position than did the reference sound /u/ for 

subject 2 and 3, see Figure 1. It was discussed 

whether the initiation of the anticipatory lip 

rounding could be set at the turning point when 

a posterior movement becomes an anterior one. 

This, however, might also include movements 

other than actual protrusion. For example in 

Figure 2 the turning point occurs during /i/ but 

the movement towards /u/ also includes /ə/. 

Hence, this movement indicates the transition 

from /i/ to /ə/ rather than the initiation of the 

protrusion. With this in mind it would have 

been arbitrary to choose the starting point on a 

visual basis alone without a theoretical 

foundation. One other possible alternative that 

might have created a base line in the x 

dimension could have been to place another 

sensor mid-sagittally on the front side of the 

upper and lower row of teeth, something to 

keep in mind for future research in the field.    

The results did show that the subjects did 

not initiate the lip rounding at the same time for 

all four nonsense words, see Figure 3. In other 

words, lip rounding is not temporally locked for 

these three speakers in these utterances but is 

governed  by the length of the consonantal 

string which would provide some support to the 

look ahead model.  

Worth noting is the possible influence of the 

technical equipment on the subjects’ 

articulation, since the sensors can make them 

aware of their lip movements. This could result 

in the subjects not using their normal movement 

pattern.  

Despite the problems with this experiment 

the Wave System has potential, as it in 

comparison to the EMG method measures 

actual movement in three dimensions whilst 

EMG technichally only measures one 

dimension; whether muscle activity is present 

or not. However, three dimensions generate a 

large amount of data that currently demands 

manual processing. Since a greater number of 

subjects is desirable in these types of studies it 

would be of great value if a dedicated software 

that translates the movement coordinates to 

comprehendable graphical representations were 

to be developed. This would enable users to 

take full advantage of the system with regard to 

its three dimensions, which potentially could 

shed new light over this field of research. 
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Abstract 
Coarticulation is a universal feature of spoken languages. Many decades of 
experimental phonetic research have produced a large literature on the topic. 
However, despite many important contributions, we still lack an answer to the 
perhaps most fundamental question about coarticulation: Where does it come 
from? 

In keeping with the Frame/Content theory of speech evolution (MacNeilage 
2008) our analysis subsumes speech movements in the class of continuous cyclic 
motor behaviors (swimming, walking, breathing and chewing) and views them as 
sharing the discrete positional control seen across species in ‘precision walking’ 
(Grillner 2006) and reaching (Georgopoulos & Grillner 1989). 

In speech the well-known conservatism of evolution is evident both in its 
syllabic organization - which is built on the oscillatory motion of the mandible - 
and its use of discrete spatial targets –in the production of phonemes. 

Once this organizational framework is assumed, a natural explanation of 
coarticulatory overlap presents itself. The overlap arises from the fact that the 
responses of articulatory structures to discrete segmental goals are slower than the 
rate at which the open and close states of the syllabic jaw cycle occur. 
 

Explaining coarticulatory overlap 

When we speak, our motor system coordinates a 
large number of neuro-muscular components. 
The movement between two consecutive 
phonemes is rarely a single one-parameter 
trajectory. The kinematics of a CV syllable is 
better pictured as a time chart specifying a long 
list of actions to be performed by articulatory, 
phonatory and respiratory structures. 

Even the simplest utterance is a multi-
channel event. An example makes that evident. 
Consider the syllable [ku] spoken in isolation. 
There is no lip activity specified for the stop. 
Nevertheless, we find that the lip rounding for 
[u] is in progress during the closure, the 
articulatory movements for [k] overlapping or 
being coarticulated with those for [u]. 

The elementary fact highlighted here is that 
coarticulation is manifested in a temporal 
overlap between any two channels recruited by 
different phonemes. The often cited 
representation of this fact is the schematic used 
by Joos in his classic monograph on acoustic 
phonetics (1948). It shows the beginning of the 

phrase Wo ist ein Hotel? represented as a series 
of ‘innervation waves’ overlapping  in time. 

 
Figure 1. Coarticulatory overlap illustrated by 
Joos’s classic “Overlapping innervation waves” 
for the German phrase ‘Wo ist ein Hotel?’ 

    Why do the movements for the adjacent 
phonemes have to overlap? Could things be 
otherwise? 
    For one thing, reaching articulatory goals for 
a phonetic segment takes time. For all 
articulators to be in position for [u] shortly after 
the release of [k], the rounding and other 
movements must be initiated well in advance. 
As suggested in Joos’s diagram every segment 
gives rise a wax-and-wane pattern, a period of 
anticipation followed by a de-activation phase. 
    Second, different channels show different 
temporal properties. Along a continuum from 
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slow to fast they line up with breathing at the 
slow end, the jaw and the tongue body at 
intermediate positions and the tongue tip and 
phonatory mechanisms at the fast end. Although 
those characteristics do not by themselves 
automatically entail coarticulatory overlap, they 
are certainly part of the phenomenon of 
coarticulation. 
    It would seem that to explain coarticulation it 
is necessary to understand the origin of the 
temporal overlap of consecutive gestures. That 
is the problem we will try to address in this 
contribution. 

Liberman’s view of coarticulaiton 

Alvin Liberman gave the question of the origin 
of coarticulation a great deal of thought. His 
thinking had been influenced by the difficulties 
he and his team at Haskins Laboratories had 
experienced in constructing reading machines 
for the blind (Liberman et al 1967). The 
perception of speech is special, he had 
concluded. Phonemes can be transmitted at rates 
of 15 per second or higher, but humans can only 
identify auditory items at rates around seven per 
second or lower. 

He ended up viewing coarticulation as an 
evolutionary development that had emerged in 
response to a tacit demand for a more rapid rate 
of communication. Without coarticulation, he 
argued, we would be speaking no faster than we 
can spell. In his view, coarticulation is what 
makes the high rates of phonemes per second 
possible. In parallel, auditory perception – 
allegedly not capable of handling such high rates 
– co-evolved with production and came to 
include a phonetic module specialized for 
speech perception and for decoding 
coarticulated signals. 
     A similar view has been expressed by Phil 
Lieberman (1991). 
     Our own approach to this issue is different. 
Rather than viewing coarticulation as an 
innovation for increasing transmission rate, we 
prefer tracing the roots of this process to how 
speech motor control has been shaped, step by 
step, by building on existing mechanisms. 

From babbling to speech 

First, in broad strokes, a few facts about infant 
speech production. At 6-8 months normal 
children engage in canonical babbling: The child 
phonates and moves its jaw rhythmically up and 
down while leaving the rest of the vocal tract 

inactive (MacNeilage 2008). The acoustic result 
roughly resembles [ba ba ba] although the 
‘segments’ and ‘syllables’ implied by this 
transcription should not be taken to mean that 
they are part of the child’s motor program. The 
received view is that they are fortuitous 
consequences of the jaw movement, the up 
position causing the lips to close and the down 
position creating an open vowel-like vocal tract. 
This phonetic development is a very robust 
milestone (Vihman 1996).  

How does the child go from babbling to 
speech? How does the transition from pseudo 
segments to real segments occur? 

Clues from non-speech movements 

It has been suggested (MacNeilage 2008) that 
the oscillatory nature of canonical babbling is a 
strong indication that it is based on a type of 
neural machinery that evolved a very long time 
ago to serve locomotor and vegetative purposes. 
This work connects with a vast field of research 
on cyclic motor behaviors such as breathing, 
chewing, and various modes of locomotion such 
as swimming, walking and running (Grillner 
2006). 
    Numerous studies show that these rhythmic 
behaviors involve central pattern generators 
(CPG’s) which produce sequences of cyclically 
alternating motions:  
“… in all animals, vertebrates or invertebrates, 
movements are controlled by CPG networks that 
determine appropriate sequences of muscle 
activation …... Each animal is endowed with a 
broad repertoire of CPGs, located in different 
regions of the central nervous system …and 
available for differential activation, thus 
providing animals with a distinctive set of 
solutions to accommodate their widely divergent 
patterns of behavior.” (Grillner 2006). 
    CPG networks generate the undulatory pattern 
of swimming seen in lampreys and salamanders. 
They respond to sensory information about the 
environment. Their behavior is highly flexible 
and not limited to ‘rigid stereotypies’. 
Chewing is also considered to be based on 
CPG’s::  
     “The rhythmical activation of the various 
muscle groups involved in mastication is 
generated by a CPG in the brain stem. Sensory 
feedback, particularly from intraoral 
mechanoreceptors, modifies the basic pattern 
and is particularly important for the proper 
coordination of tongue, lips, and jaws’. (Lund 
1991). 

Fonetik 2011

42



    Chewing is generally described as involving 
the coordination of masticatory, facial, lingual, 
neck and supra- and infra-hyoid muscles – a 
description that could equally well be applied to 
speech. Since evolution tends to base its 
innovations on existing capacities, the similarity 
between speech and chewing strongly suggests 
that in ancient times rhythmic mechanisms like 
those in chewing came to be used in speech and 
are still present in the development and adult use 
of spoken language (MacNeilage 2008, Hiiemae 
& Palmer 2003). 

Discrete target control: ‘precision 
walking’ and reaching 

Of crucial importance to the present argument is 
the fact that the CPG control associated with 
basic behaviors is maintained throughout 
phylogenetic history and is seen to combine with 
discrete target control in more evolved forms of 
locomotion.   
     “… locomotor movements that require 
visuomotor coordination with a precise foot 
placing— like walking up a ladder, when each 
foot must be accurately placed on each rung—is 
difficult not only in the decorticate state but also 
after transection of the corticospinal tract” 
(Georgopoulos and Grillner, 1989). 
“…the problem of visually-guided feet 
placement is an interesting topic since it 
involves the superposition of discrete and 
rhythmic movements. For instance, when 
specific feet placements are required during 
walking (e.g. when a cat walks over a branch or 
when we cross a river walking on stones), 
rhythmic signals from the CPGs need to be 
modulated such that the feet reach specific end 
positions.” (Ijspeert 2008).  
“During this type of ‘‘precision walking”, 
neurons in motor cortex become strongly 
activated in precise phases of the movements 
…... The same neurons are also activated during 
reaching tasks. These corticospinal neurons are 
thus involved in the precise placement of the 
limb, whether in locomotion or other motor 
tasks. The accurate placement of the foot during 
locomotion in complex terrain can best be 
considered as a dynamic reaching movement 
superimposed on the locomotor movement 
itself”. (Grillner 2006). 
“Locomotion and reaching have traditionally 
been regarded as separate motor activities. In 
fact, they may be closely connected both from an 
evolutionary and a neurophysiological 

viewpoint. Reaching seems to have evolved from 
the neural systems responsible for the active and 
precise positioning of the limb during 
locomotion; moreover, it seems to be organized 
in the spinal cord. The motor cortex and its 
corticospinal outflow are preferentially engaged 
when precise positioning of the limb is needed 
during locomotion and are also involved during 
reaching and active positioning of the hand near 
objects of interest. All of these motor activities 
require visuomotor coordination, and it is this 
coordination that could be achieved by the 
motor cortex and interconnected parietal and 
cerebellar areas.” (Georgopoulos & Grillner 
1989) 

A framework for speech 

The above observations allow us to propose a 
framework within which we could seek an 
answer to how the step from babbling to speech, 
specifically from pseudo-units to the genuine 
segments and syllables of adult speech may be 
taken. 
    In the top row of Figure 2 examples of 
rhythmic movements such as breathing, chewing 
and locomotion are listed. Swimming and 
walking in the lamprey are undulatory and 
cyclic respectively. They belong in the top cell 
of the first column. which exemplifies control 
by CPG networks. In the right hand cell of the 
top row we find the type of locomotion that 
involves exact foot placement: ‘precision 
walking’. The binary division into two 
categories is admittedly a simplification, since 
species differ by degree in their ability to 
perform precise limb positioning. 
    The bottom cells extrapolate from the 
knowledge summarized in the top row to the 
development of speech. Canonical babbling is 
assumed to be driven by the CPG networks also 
serving chewing. There is no active control 
behind the quasi-segmental/syllabic output. As 
the child explores its vocal tract auditorily and 
motorically, it gradually acquires a better 
mastery of its vocal system and becomes able to 
coordinate the basic jaw movement with 
articulatory activity. In other words, rather than 
just letting the jaw close the vocal tract at the 
lips as in canonical babbling, it may reinforce 
that occlusion by active muscular action or, with 
time, also succeed in making it elsewhere, 
perhaps somewhere along the hard palate, by 
using the tongue instead. Similarly, the tongue 
may actively leave its rest position during the 
open vocal tract which would vary the quality of 
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the ‘vowel’ part. Since this mode (‘precision 
talking’) relies on a form discrete target control 
it is a close parallel to ‘precision walking’  

 
  

Figure 3. Schematized kinematic traces drawn 
according to the format of the Joos diagram. 
The responses of articulatory structures to 
discrete segmental goals (top traces) are slower 
than the rate at which the open and close states 
alternate in the syllabic jaw cycle (bottom 
trace). 

Figure 2. Top row summarizes our review of 
non-speech motor mechanisms. Bottom row 
suggests how those mechanisms come into play 
in speech. 

Origin of coarticulatory overlap 
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Phonetic transcriptions as a public service
Michaël Stenberg
Centre for Languages and Literature, Lund University

Abstract
This paper, which highlights one aspect of a thesis work in progress, focuses  
phonetic transcriptions aimed at a general public. It compares various systems  
used, and discusses what social circumstances may promote a demand for this kind  
of transcription. Public service transcriptions appear in encyclopedias, foreign  
and second language textbooks, phrasebooks for travellers, dictionaries or  
databases for broadcasters, and even in advertising. Sweden, a country with a  
relatively high and even level of education, experienced an increasing need for  
such transcriptions in the second half of the 20th century. An interesting—and 
particularly Swedish—application are the so-called respelled pronunciations  
introduced in 1959 by Systembolaget (the Swedish Alcohol Retail Monopoly) in its  
product catalogues, with the view of making customers feel less awkward asking  
for wines at the counter. In more recent years, the advent of the Internet has  
brought an abundance of IPA as well as respelled transcriptions, some of them  
elaborate and scientifically done, others, however, of doubtful quality. 

Keywords: phonetic transcription, general public, IPA, respelled transcription,  
social circumstances

Introduction
Phonetic transcriptions appear in many contexts 
and may thus be directed to a variety of target 
groups. In scientific works, such as recordings 
of  dialects  or  advanced  pronunciation  dictio-
naries,  they  are  aimed  at  a  narrow  circle  of 
scholars  or  specialists,  likewise  when  used 
within the logopedics an phoniatrics professions 
for describing details of atypical speech. Often, 
however,  transcriptions  serve  a  more  general 
public:  they  feature  in  encyclopedias,  foreign 
and second language textbooks, phrasebooks for 
travellers,  pronunciation  dictionaries/databases 
for broadcasters, and even in advertising. 

Transcriptions  in  general  encyclopedias  in 
Swedish language—central to my thesis work—
at  the  beginning  exclusively used  letters  from 
the Swedish alphabet to denote speech sounds. 
Over  time,  special  characters  were introduced, 
most  of  them  originating  from  the  phonetic 
alphabets  created  in  the  late  19th century, e.g. 
Det  svenska  landsmålsalfabetet (The  Swedish 
dialect  alphabet,  1879)  and  IPA  (1888).  In 
Sweden, there exists a well-established tradition 
of presenting pronunciation in encyclopedias, at 
least for entry headwords. In the Swedish speech 
community,  ‘correct’ pronunciation, notably of 
loanwords  and  foreign  proper  names,  has 
usually  contributed  to  enhancing  a person’s 

prestige.  Conversely,  mispronouncing  a  loan-
word, a well-known foreign name or trademark, 
sometimes may have a stigmatizing effect. 

Background
The national  romantic  currents  in  19th century 
Europe aroused an overall interest in folklore. In 
the  Nordic  countries,  folk  music  and  dialects 
began to be collected, No means of acoustic re-
cording  was  yet  available—Edison’s  phono-
graph was patented in 1877, but came onto the 
market only in 1890—thus, informants’ speech 
had  to  be  recorded  by  hand  in  situ. Rough 
phonetic  transcription  systems  already existed, 
but now, linguists were urged to design alpha-
bets  that  could  cope  with  the  fine  details  of 
pronunciation. In Sweden, those efforts resulted 
in  the  above-mentioned  Landsmålsalfabetet—
expressly  conceived  for  capturing  Swedish 
dialects—being published in 1879 by linguistics 
professor Johan August  Lundell  in Uppsala.  It 
soon  got  its  counterparts  in  the  neighbouring 
countries: Norvegia by Johan Storm, and Dania 
by Otto Jespersen,  one of  the  founders  of  the 
International  Phonetic  Association  (IPA).  In 
Finland,  the renowned linguist  and ethnologist 
Emil  Nestor  Setälä constructed  an  alphabet 
dedicated  to  recording  the  varieties  of  spoken 
Finnish. 
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Phonetic transcriptions differ
The Nordic phonetic alphabets for dialects have 
a high scientific level, and contain a wide range 
of  characters.  Thus,  the  Swedish  sinologist 
Bernhard  Karlgren—a  student  of  Lundell’s—
could use Landsmålsalfabetet when researching 
into various Chinese dialects. Since its charac-
ters are cursive, designed to be handwritten, it 
resembles shorthand. By contrast, the characters 
of the International Phonetic Alphabet (IPA) are 
based on antiqua (roman) typefaces in order to 
facilitate use in movable-type printing. Some of 
the ordinary cast metal type pieces could easily 
be turned upside down, thus resulting in ə, ʌ, ɔ, 
etc. 

The  primary aim  of  the  IPA  was  helping 
students of foreign languages to achieve a better 
pronunciation,  and  it  became  widely  used  for 
this  purpose  before  the  First  World  War. 
However,  all  language  learners  were  not  in 
secondary education or at university; many were 
studying on their own. Without a live model for 
pronunciation, it might prove difficult for them 
to  find  out  what  the  IPA  signs  symbolized. 
Persons not accustomed to studying could also 
find  it  troublesome  to  learn  to  use  the  IPA. 
Therefore,  both before and after  the advent  of 
the  IPA,  so-called  respelled  (or  respelt)  tran-
scriptions have flourished.  Early examples  can 
be found in English textbooks for emigrants to 
the  U.S.,  e.g.  that  by Jungberg  (1869),  recent 
ones in many phrase books for travellers. Berlitz 
nowadays to some extent are using the IPA, but 
still  their English-speaking public are provided 
with transcriptions of this kind for French:

Comment allez-vous?
komahng talley voo

Nous avons un enfant
noo zavawng zang nahnfahng. 

Standardization and norms
At the same time as the above-mentioned col-
lecting of dialects was going on, in some Euro-
pean countries, national standard pronunciation 
models  were  being  constructed  for  use  within 
theatre, education and broadcasting (Siebs 1898, 
1931). They often became the norm and served 
as  bases  for  pronunciation  dictionaries.  In 
Sweden, no such codification took place, even 
though  in  the  theatre  and  primary  education, 
there was a strong admonition to allow nothing 
but  rikssvenska (‘National Swedish’), a concept 
with an unclear definition, but corresponding to 

an orally transmitted variety of spoken Swedish 
alleged to be  ‛free from dialect features’.  This 
situation  prevailed  well  into  the  20th century, 
whereas  in  Norway,  the  opposite  policy  was 
adopted: teachers were instructed to encourage 
dialects and were deprived of all rights to inter-
fere with children’s pronunciation. 

Sweden  had  to  wait  long  before  the  first 
dedicated pronunciation dictionaries were pub-
lished, viz. those by Hedelin (1997) and Garlén 
(2003). 

Social circumstances matter
In countries like the U.S., where people are able 
to study and attain high social status without any 
knowledge of foreign languages, social pressure 
for  ‘correct’ pronunciation of foreign names or 
expressions is not very present. In Sweden, the 
situation is quite different. Higher education is 
not accessible to those mastering only Swedish
—and has never been. From the 19th century and 
up to the end of the Second World War, German 
was dominant as foreign language in secondary 
schools, but was then superseded by English. In 
the 1950s, English was introduced as a manda-
tory  subject  on  the  compulsory  school  curri-
culum,  so that all  pupils born c. 1945 or later 
would  receive  at  least  three  years  of  English 
language education. 

Of  course,  this  meant  a  general  rise  of  the 
educational  level,  but  also  an  increasing  gap 
between generations.  Middle-aged people  who 
had not studied English sometimes felt excluded 
and  encountered  more  difficulties  finding  em-
ployment,  especially within  the  service  sector, 
and occasionally were ridiculed—even by their 
own  children—for  being  incapable  of  pro-
nouncing English. The same adversity affected 
immigrated people without English knowledge. 
Having realized this, Swedish authorities in the 
early  1970s  started  up  beginners  courses  in 
English for adults all over the country, entirely 
free of charge. 

The  post-war  boom in  English  promoted  a 
demand for phonetic transcriptions, and the IPA 
came  into  use  on  a  larger  scale  than  ever.  It 
featured not only in English textbooks and dic-
tionaries,  but  also in  French,  and—to a  lesser 
extent—German ones. Even geography school-
books for 11–13 year  olds contained footnotes 
with IPA pronunciation advice. 

The current status of the IPA in Sweden is 
hard  to  evaluate.  On  the  one  hand,  its  use  at 
school seems to have diminished, on the other 
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hand, square brackets and IPA characters have 
come  into  fashion  in  the  advertising  agencies 
who  use  them  on  billboards  and  shop  signs, 
sometimes  to  inform about  pronunciation,  but 
more  often  in  an  erroneous  or  nonsense  way, 
just because of their decorative value. 

Public service transcriptions
English and French, unlike Finnish, Turkish and 
Spanish, or even German and Swedish, have a 
relationship between writing and pronunciation 
that is far from direct, Given this fact, reading 
an English or French phrase aloud as if it were 
Swedish, i.e. applying the human Swedish text-
to-speech algorithm, will yield a bizarre result, 
hardly understandable for native speakers of the 
languages  in  question.  Since  knowledge  of 
French  in  present-day  Sweden  is  scarce  com-
pared  to  that  of  English,  there  is  less  social 
pressure  for  mastering  French  pronunciation. 
Nevertheless,  for  centuries  French  has  been 
considered  a  language  of  prestige  in  Sweden, 
and mispronouncing a French name would count 
as  a  more  serious  error  for  a  newsreader  to 
commit  than distorting a Portuguese, Dutch or 
even a Finnish name. 

Phonetic transcriptions for broadcasters
In  Great  Britain,  the  BBC  has  always  been 
caring  about  pronunciation.  Founded  in  the 
1940s, its Pronunciation Unit employs phonetics 
experts who help announcers and newsreaders to 
find the  most  suitable  pronunciation  for  every 
single instance. Many years of work has resulted 
in publications like  BBC Pronouncing diction-
ary of British names (2nd edn 1983) and Oxford 
BBC Guide to Pronunciation (2006). In those, 
two parallel transcription systems are used: IPA 
and  a  respelling  system,  the  latter  of  which 
yields a more anglicized result, apt for those not 
familiar with foreign languages. An example: 

Sven-Göran Eriksson, 
Swedish football manager

(sven yoer-an ay-rik-son).

In  Sweden,  the  public  service  broadcasting 
companies Sveriges Radio,  Sveriges Television 
and  UR (Swedish  Educational  Broadcasting 
Company)  together  maintain a  similar  service, 
giving  advice  via  a  periodical  leaflet, 
Språkbladet, and  a  database,  Dixi, the  latter 
accessible to staff only, on the three companies’ 
common intranet. 

Systembolaget’s transcriptions
Following the abolition of the rationing book in 
1955,  Systembolaget (the  Swedish  Alcohol 
Retail Monopoly) witnessed a sales increase, in 
particular for strong beverages like aquavit and 
vodka. In accordance with its instructions not to 
maximize  profit  but  rather  promote  public 
health, the company decided to launch a cam-
paign to encourage customers to substitute wine 
for traditional strong liquor. However, the board 
envisaged a problem: a major part of the wines 
had  French  names;  thus  the  presumptive  new 
customers were likely to feel embarrassed at the 
counter,  or  even refrain from trying  wine and 
stick to buying their customary bottle of ‘Renat’ 
(‘Absolutely Pure Alcohol’, 40 % by volume). 

The  proposed  solution  was  to  include  re-
spelled  phonetic  transcriptions  in  the  product 
catalogue.  The company’s  sales manager,  who 
had no training in phonetics, took on the task of 
composing the transcriptions, which made their 
debut in February 1959. Here are two examples:

Le Vallon Hanappier
 (lö vallå´ng annapje´)

Château Paveil de Luze
(schatå´ pave´j dö ly´s).

Several  years  later,  the  phonetician  Claes-
Christian Elert, then Senior Lecturer and Docent 
at  the  Institute  of  Linguistics  at  Stockholm 
University, was called upon to give his opinion 
of  the  company’s  pronunciation advice.  So he 
did (Elert 1967a), and some corrections and im-
provements  were  made.  Later,  another  profes-
sional  phonetician took over  the  responsibility 
for the transcriptions.  They remained until  the 
mid-1990s;  their  disappearance  was  probably 
due to the introduction of self-service outlets. 

Conclusion and further work
Hopefully,  the  ongoing  IT  development  will 
favour an extended use of the IPA, even in the 
United States, where some reluctance to it seems 
to linger. Anyway, there will probably still be a 
need for transcription systems more convenient 
for the casual user. 

In my future work, by interviewing users of 
encyclopedias etc., I  will endeavour to investi-
gate  the  issue  of  optimizing  transcriptions  for 
various kinds of works, in order to make them 
render  the  best  service  to  all  users,  not  only 
specialists, but also a more general public. 
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Abstract 
 This paper describes the CALST project, in which the primary aim is to develop 
Ville-N, a computer assisted pronunciation training (CAPT) system for learners of 
Norwegian as a second language. Ville-N makes use of L1-L2map, a tool for multi-
lingual contrastive analysis, to generate a list of language-specific features. These 
can be used to tailor pronunciation and listening exercises. The tool can also be 
used for other target languages.  
 
Introduction 
 CALST (Computer-Assisted Listening and 
Speaking Tutor) is a project headed by the 
Norwegian University of Science and 
Technology (NTNU) in collaboration with The 
Royal Institute of Technology (KTH), the 
University of Oslo (UiO), The Adult Education 
Centre (EVO) in Trondheim, and. The project’s 
aim is to develop a computer-assisted 
pronunciation training (CAPT) system for 
Norwegian as a second language (NSL). The 
project has two main goals: 

1) To develop a Norwegian CAPT system, 
Ville-N,  based on Ville, the virtual language 
teacher for Swedish, developed at KTH (Wik, 
2004). The system should be able to cater for 
L2-learners with a wide range of communicative 
abilities, ranging from foreign university 
students at NTNU and UiO who are proficient in 
English, to illiterate users at EVO with no 
English skills. The program should be used with 
minimal requirements on instruction or 
supervision. 

2) To create a database and tools for 
contrastive phonetic and phonological analysis 
for all relevant L1-L2 pairs, partly as a 
foundation for future research in second 
language acquisition (SLA), and partly in order 
to better tailor exercises used in Ville-N. 

Ville-N will be used to complement 
pronunciation teaching in the Norwegian 
courses both for foreign students and employees 
at NTNU and UiO, as well as in several courses 
for teachers of Norwegian as a Second 
Language. In addition, the collaboration in the 

project with EVO widens the target group to 
also include L2-learners that are illiterate and 
from other language and social backgrounds 
than what is found at the universities.  
Several extensions to the Swedish Ville have 
been made in order to accommodate the 
different needs of the Norwegian system. 

Norwegian dialects 
The Norwegian language situation is quite 
different from that of Sweden and many other 
language communities in that there is no 
accepted pronunciation standard in Norwegian. 
Although there is a common form taught in 
adult second language classrooms called 
Bokmål (Urban East Norwegian, UEN), 
different dialects are used both in formal and 
informal situations. This creates a serious 
problem for L2-learners of Norwegian since 
there are large pronunciation differences in the 
various dialects and often different words are 
used to express the same meaning. This dialectal 
variation cannot easily be addressed in standard 
language courses, and a need has thus been 
identified to better equip L2-learners to deal 
with everyday communicative situations where 
variation in the speakers’ dialect is typical 

Multiple speakers 
To address this problem recordings of multiple 
speakers have been made. One male and one 
female speaker of the dialects in the following 
regions of Norway have been recorded: 
Northern Norway, Trøndelag, Western/Southern 
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Norway and Southeastern Norway (UEN). All in 
all 8 different voices will be used in the 
program, accompanied by 8 different embodied 
conversational agents (ECAs), to give each 
voice a personality.  

The learner can select an ECA from the GUI 
and listen to and practice one specific dialect, or 
train across dialects in the same exercise and let 
the program select the target voice.  

As reported by several researchers, including 
McAllister (1998), it is good to listen to many 
different speakers in order to achieve better 
listening comprehension. Multiple-talker models 
have been reported as particularly effective to 
improve perception of novel contrasts (c.f. 
Logan et al., 1991; Probst et al., 2002), as the 
inherent variability allows for induction of 
general phonetic categories or other L2 specific 
salient features. 

Learners will also be able to run the exercises 
with one specific dialect in mind, which is 
useful when selecting a role model for 
pronunciation in production exercises. The 
advantage of having both male and female 
voices in each dialect becomes apparent in this 
case to allow learners to choose a role model 
with the same gender as themselves. 

Hyper-articulated recordings 
The native speakers who made the recordings 
were informed to speak as they normally do 
with normal speed, reductions and 
coarticulations, in order to offer the learners 
spoken utterances that are as close to authentic 
speech as possible. It is however difficult for 
beginners to assimilate reductions and 
coarticulations in the early phases of learning, 
and it is often common practice to speak slower 
and clearer when speaking to L2 learners who 
are in an early phase of development. To 
incorporate such considerations in the program 
two options were considered: To make it 
possible for the learners within the program to 
slow down the speech samples by manipulating 
the acoustic signal, or to make double 
recordings, one normal and one slow hyper-
articulated version of all the recordings. The 
difference between slow and normal speech is 
not uniformly distributed, as for example 
plosives are not stretched in the release burst but 
only in the occlusion. Long vowels are typically 
exaggerated, coarticulations will be reduced or 
removed, and other aspects of the speech such as 
the lexical stress will be affected differently with 

stressed syllables being stronger and more 
emphasized in a hyper-articulated version. It 
was hence decided that to ensure the best 
possible quality in the learning material, 
exaggerated, hyper-articulated versions of all 
recordings were made even if it would include 
more work and a larger set of recordings. 

The learners have the option to choose to do 
the exercises using either type of recording, or a 
learner can choose to use normal recordings and 
select a: “Say again” button, to get a repetition 
of the last spoken word in a hyper-articulated 
version. 

Wordlists 
A wordlist of basic vocabulary from the course 
books used by the participating institutions has 
been created and categorized into semantic 
categories. Approximately 1000 words were 
selected from the aggregated wordlists and 
divided into 43 categories. The criterion for the 
selection of the base vocabulary was also that it 
should satisfy the A1 and A2 vocabulary range 
of CEFR, (Common European Framework of 
Reference for Languages) 

All words have then been visualized. 
Approximately 30% of the images are from 
“UVic's Language Teaching Clipart Library”. 
For words where no appropriate image was 
found complementary drawings have been made 
by a local artist in the same artistic style as the 
drawings from the internet, in order to get a 
consistent and coherent set of images.  

English translations, transcription and the 
inflection of words have been added, and as 
mentioned above, sound files have been 
recorded for the aggregated wordlist, in four 
dialects, with one male and one female speaker 
for each dialect, and in both normal and hyper-
articulated versions. 

The L1-L2map 
The contrastive analysis hypothesis (CAH) as 
presented in Lado (1957), claims all problems in 
learning a foreign language can be explained 
from  transfer problems induced by the learner’s 
native language. It is today generally accepted 
that the claims made by the CAH are too strong, 
and that there are other factors which determine 
the difficulty language learners have with 
acquiring new sounds (Eckman, 1977; Odlin, 
1989; Flege, 1995; Major, 2001). This does 
however not mean that CAH should be 
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completely rejected or abandoned. As stated by 
Ellis (1994) 
“The problem with CAH is that it is too simplistic and 
too restrictive. The solution as many researchers have come 
to recognize, lies not in its abandonment but in careful 
extension and revision”  
 

The second task in the CALST project is to 
design and evaluate a revised and extended 
contrastive analysis tool called L1-L2map. Since 
the problematic aspects of the L2 are not the 
same for all learners, the aim of the CAPT 
system is to assist learners (and teachers) in 
identifying the problematic aspects for each 
individual, and work on these contrasts with 
special exercises. The idea with L1-L2map is to 
make the CAPT system informed by L1 specific 
filtering. 
 
The L1-L2map will serve as a platform for 
researchers with a phonetic background to 
encode language data and make it available in a 
format that can be used by CAPT creators. L1-
L2map is designed as a wiki with two levels of 
users.  

First of all as a generally accessible tool, 
where any user can access the data and browse 
and compare the phonological features of 
different languages. A group of specialists will 
have administrative rights and the responsibility 
for inserting feature data about languages that 
they have phonetic-linguistic competence for. 
Each language is thus encoded individually by 
an expert in that particular language, and the 
contrastive analysis is performed by 
'superimposing' the data for two languages on 
top of each other. 

The L1-L2map can carry out an automatic 
contrastive analysis where the source language 
can be chosen from a large number of 
languages, with (one of the dialects of) 
Norwegian as the target language. The first 
version of the L1-L2map is based on the UPSID 
database, which contains 451 languages 
(Maddieson, 1980). This number has been 
increased to more than 500 languages in L1-
L2map. As shown in Figure 1, the result of the 
contrastive analysis is displayed in four tabs. 

The choice of tabs is based on the IPA 
representation: “Consonants”, “Consonants 
(other)”, “Vowels” and “Diphthongs”. The 
“Consonants” tab presents pulmonic consonants, 
while non-pulmonic consonants and affricates 
are presented in “Consonants (other)”. The latter 
is only shown if relevant for the L1-L2 

comparison. For the sake of simplicity rows in 
the consonant tables (representing manner of 
articulation) are only visualized if used in at 
least one of the languages. A fifth, “Language 
information” tab presents some general 
information, following the information given in 
UPSID. A lay-out which is very similar to that 
used in IPA was used in order to provide 
language experts using the system with a simple 
and recognizable lay-out. 

As shown in Figure 1, a color scheme is 
employed in the visualization of the data. The 
first language chosen is blue and assumed L1 
status, the second language chosen is red and 
assumed L2 status, and the features they have in 
common (where there is an overlap) are green. 
This way it becomes apparent for the L2 learner 
which features are different from their L1 (red), 
and thus needs attention since they are absent in 
the L1. 

Extensions to UPSID 
The UPSID database only lists sounds that are 
distinct phonemes in any given language. It is 
not enough to do a simple comparison of which 
sounds constitute phonemes in each language. A 
number of extensions are in the process of being 
added to the L1L2-Map. These include 
positional restrictions, syllable structure 
(phonotactics), tone, stress, and timing. 

Positional phonemic restrictions 
The positions in which sounds occur in syllables 
must be taken into account. Difficulties that 
could be predicted from CAH if position is part 
of the description, will otherwise go by 
unnoticed. For example in Mandarin, only two 
consonants ([ŋ] and [n]) are allowed at the end 
of a syllable, even if many other consonants 
appear in syllable initial position. A 
consequence of this is that many consonants 
which can occur at the end of Norwegian 
syllables present a difficulty for learners of 
Norwegian with Mandarin as L1. 

The L1L2-map presented in Figure 1 is the 
complete set of consonants in both Norwegian 
and Mandarin, taken from the UPSID data, 
where positional restrictions are not taken into 
account. In the next version of L1-L2map, this 
pane will be divided into three separate panes, 
with each pane only displaying the phonemes 
that are allowed in initial medial, and final 
position respectively.  
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Syllable structure (phonotactics) 
Not only positional restrictions, but also the 
phonotactic constraints of languages 
(restrictions on the permissible combinations of 
phonemes) will be encoded in the L1L2-map. 
Norwegian has a relatively complex syllable 
structure comparable to that of Swedish, and 
constitute a difficult part of acquiring the 
language for many learners.  

Permissible consonants and consonant 
clusters in onset and coda will be encoded into 
separate lists in the database, and when a 
contrastive analysis is performed between the 
learners L1 and the L2 clusters that are 
allowable combinations in the L2 but missing 
from the learners L1 will be extracted. 

L1-L2map is a useful tool for developers of 
CAPT systems for any language, as well as for 
language teachers. The tool allows the insertion 
of new languages and/or dialects, and outputs 
useful information about the L2 phones which 
L2 learners need to acquire. 

The L1-L2map is available online: 
http://calst.hf.ntnu.no/l1-l2map 
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Figure 1 Visualization of the consonant part of the L1-L2map. Here exemplified with Mandarin as 
L1 in blue, Norwegian as L2 in red. Overlapping phonemes displayed in green. 
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Abstract 
The aim of this study is to investigate whether the occurrence of lexical tones in a 
language imposes restrictions on its pitch range. We use data from Kammu, a 
Mon-Khmer language spoken in Northern Laos, which has one dialect with, and 
one without, lexical tones. The main finding is that speakers of the tonal dialect 
have a narrower pitch range, and also a smaller variation in pitch range. 
 
Introduction 
There is recurrent interest in comparing the F0 
range of different languages in the broad context 
of investigating language-specific use of F0. 
There has been general speculation that different 
pitch ranges and other characteristics of F0 can 
comprise a part of the phonetic structure of a 
language and thus differ systematically between 
languages (see Traunmüller & Eriksson (1993) 
and Keating & Kuo (2010) for reviews). One 
question concerns the influence of lexical tone 
on intonation, and this has generated the 
hypothesis that tone languages may have an 
overall larger F0 range than non-tonal languages 
by virtue of the additive effect of the lexical 
tones being superimposed on the intonation 
contour. Several studies have supported this 
hypothesis, while in other studies no difference 
in pitch range between tonal and non-tonal 
languages was found. In some studies, the 
opposite tendency has been observed where tone 
languages display a smaller F0 range.  

In many of the studies supporting the 
hypothesis, Standard Chinese has been com-
pared with English. In a study of broadcast news 
speech (Yuan & Liberman, 2010), it was found 
that Standard Chinese has a wider pitch range 
and more F0 fluctuations than English. This is 
discussed in terms of the effect of lexical tones.  

In Zhang & Tao (2008), where a bilingual 
Chinese-English corpus was used to develop a 
mixed-language speech synthesis system, the 
pitch range of the English words was larger in 
the bilingual corpus than in the English one. 
These results are discussed in terms of the 
influence of the Chinese lexical tones on the 
corpus.  

In Keating & Kuo (2010), Standard Chinese 
was found to have a larger pitch range than 
English in single-word utterances. However, this 

effect was not seen in prose passages. These 
results highlight the effect of speech material. 
Eady (1982) found no difference in F0 standard 
deviations between English and Standard 
Chinese. 

Another interesting and relevant area of 
study is the modification of F0 which takes place 
in infant directed speech. Grieser & Kuhl (1988) 
reported an exaggeration of F0 range in infant 
directed speech in Standard Chinese. However, 
in a study comparing infant directed speech in 
Australian English to Thai (Kitamura et al., 
2001) it was found that F0 range was more 
exaggerated in Australian English than in Thai. 
These results are discussed in terms of 
restriction on pitch excursions in infant directed 
speech due to lexical tone. 

Lexical tone can thus be seen to either 
restrict F0 range or enhance it, varying across 
language, speech material, and speaking style. 
By investigating a language in which lexical 
tone is a characteristic of one dialect but absent 
from another dialect, we aim to study the effect 
of lexical tone on F0 range. 

Kammu is a Mon-Khmer language spoken by 
some 600,000 people, mainly in Northern Laos, 
but also in adjacent areas of Vietnam, Thailand 
and China. One of its main dialects has lexical 
tones (high or low) on each syllable, while the 
other main dialect lacks lexical tones. The tones 
have developed by the merger of voiceless and 
voiced initial consonants. Other differences 
between the dialects are marginal, and speakers 
of different dialects understand each other 
without difficulty (Svantesson, 1983; Svantes-
son & House, 2006). 

Earlier studies of Kammu have shown a 
compressed F0 range in the tonal dialect as 
compared to the non-tonal dialect in 
spontaneous speech (Karlsson et al., 2011), as 
well as in planned speech (House et al., 2009; 
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Karlsson et al., 2010). In this study we make a 
more systematic study of F0 range differences in 
a planned speech material.  

Method 
Recordings of 14 speakers of the tonal 

dialect and 9 speakers of the non-tonal dialect 
were used in this investigation. The subjects 
were recorded in Laos and Thailand using a 
portable Edirol R-09 digital recorder and a lapel 
microphone. The utterances were digitized at 48 
kHz sampling rate and 16-bit amplitude 
resolution and stored in .wav file format. Most 
of the speakers were recorded in quiet hotel 
rooms. One speaker was recorded in his home 
and one in his native village. 

Since Kammu is an unwritten languge, the 
material was presented written in Lao or Thai, 
and the speakers were asked to translate it into 
Kammu. Almost all Kammu speakers in Laos 
and Thailand are bilingual and have received 
their school education in Lao or Thai, 
respectively. Thus there was some variation in 
the recorded material. The resulting utterances 
were checked and transcribed by one of the 
authors, Damrong Tayanin, who is a native 
speaker of Kammu.  

The following sentences from our material 
were used in this investigation (given in both 
dialect forms): 

 
Táʔ Kàm kùuɲ táaj ʔòʔ.  
Taʔ Kam guuɲ taaj ʔoʔ.  
Mr Kàm saw my brother. 

 
Táaj ʔòʔ kùuɲ táʔ Kàm. 
Taaj ʔoʔ guuɲ taʔ Kam. 
My brother saw Mr Kàm. 

 
Mə̀әʔ mʌ̀ʌt kʰɔ́ɔŋ ʔòʔ? Táʔ Kàm mʌ̀ʌt kʰɔ́ɔŋ ʔòʔ. 
Məәʔ mʌʌt kʰɔɔŋ ʔoʔ? Taʔ Kam mʌʌt kʰɔɔŋ ʔoʔ. 
Who took my things? Mr Kàm took my things. 

 
Kə̀әəә mə̀әh mə̀әʔ? Kə̀әəә mə̀әh kɔ́ɔn ʔòʔ. 
Gəәəә məәh məәʔ? Gəәəә məәh kɔɔn ʔoʔ. 
Who is he? He is my child. 

 
Kìi mə̀әh mə́әh? Kìi mə̀әh kláaŋ. 
Gii məәh hməәh? Gii məәh klaaŋ. 
What is this? This is an eagle. 

 
Kìi mə̀әh mə́әh? Kìi mə̀әh tàaŋ. 
Gii məәh hməәh? Gii məәh daaŋ. 
What is this? This is a lizard. 

The underlined words were used in the 
investigation. For each of these words, the 
maximum and minimum F0 value was measured, 
using the Praat program, and the F0 range over 
the word was computed as the difference (in 
semitones) between the maximum and the 
minimum. 

Results 
Table 1. Means and standard deviations of the 
F0 ranges (semitones). 

word mean sd N 

Kàm/Kam 2.20/1.88 1.72/1.32 16/15 
kùuɲ/guuɲ 1.09/1.77 1.15/0.97 16/15 
ʔòʔ/ʔoʔ 1.40/1.85 1.07/1.32 16/15 
 
kùuɲ/guuɲ 1.45/1.90 2.05/0.74 32/18 
Kàm/Kam 1.33/3.76 1.21/3.50 32/18 
 
mə̀әʔ/məәʔ 1.36/1.58 1.44/1.63 24/16 
ʔòʔ/ʔoʔ 0.39/2.70 0.44/2.29 7/16 
 
Kàm/Kam 2.08/4.23 1.63/3.29 19/15 
ʔòʔ/ʔoʔ 0.38/1.87 0.56/1.50 19/15 
 
kə̀әəә/gəәəә 0.68/1.33 0.91/0.92 28/20 
mə̀әʔ/məәʔ 1.42/1.76 1.35/1.19 28/20 
 
kə̀әəә/gəәəә 0.29/1.29 0.46/1.09 28/18 
kɔ́ɔn/kɔɔn 0.55/0.61 0.57/0.69 28/18 
ʔòʔ/ʔoʔ 1.79/2.03 1.38/1.90 28/18 
 
kìi/gii 0.03/1.86 0.17/1.59 28/23 
mə́әh/hməәh 1.84/4.23 2.04/2.95 28/23 
 
kìi/gii 0.07/1.65 0.22/1.61 29/14 
kláaŋ/klaaŋ 3.88/6.66 3.34/3.68 29/14 
 
kìi/gii 0.25/0.32 0.388/0.393 30/20 
mə́әh/hməәh 2.59/3.87 2.41/3.01 30/20 
 
kìi/gii 0.27/0.91 0.44/1.35 34/15 
tàaŋ/daaŋ 2.89/3.68 1.88/2.55 34/19 

 
The results of the measurements are shown in 
Table 1, which shows the mean and standard 
deviation of the range for each word in the 
material, shown in the table in the same order as 
they are presented above. The number of 
repetitions of each word is shown as well. The 
word or number before the slash refers to the 
tonal dialect, and those after the slash refer to 
the non-tonal dialect. 
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It can be seen from the table that except for 
one word (the very first word Kàm/Kam), the 
mean of the range is greater for the non-tonal 
dialect than for the tonal dialect. In 21 cases of 
22, the non-tonal speakers have greater mean 
range that the tonal ones, and a binomial test 
gives a highly significant result (p < 0.0001). 
The standard deviation is larger for the non-
tonal dialect in 18 cases of 22 (exceptions are 
Kàm/Kam (1) kùuɲ/guuɲ (1), kùuɲ/guuɲ (2) and 
mə̀әʔ/məәʔ (2)), giving a significant result of the 
binomial test (p = 0.0043). 

Discussion  
The results show that the F0 range over a word 
(measured in semitones) is, on the average, 
larger in the non-tonal dialect than in the tonal 
dialect. Furthermore, there is greater variation in 
the ranges in the non-tonal dialect than in the 
tonal dialect, as the standard deviations show. 
This is consistent with earlier findings (House et 
al., 2009; Karlsson et al., 2010; 2011; Karlsson, 
2011), which also show, in different situations, 
that the F0 range is smaller in the tonal than in 
the non-tonal dialect. These results are also in 
line with those found for infant-directed speech 
in Kitamura et al. (2001) where F0 range was 
more exaggerated in Australian English than in 
Thai. It could be that in more engaged speech, 
e.g. infant-directed and spontaneous, lexical 
tones become more restrictive in their influence 
on the intonation contour.  

Our result is opposite to what was found for 
Chinese when compared to English (Yuan & 
Liberman, 2010; Zhang & Tao, 2008) where the 
presence of lexical tones results in an expanded 
F0 range. One explanation could be that Kammu 
has a simpler tone system with only two level 
tones while Chinese has a more complex system 
with contour tones. In Kammu the difference 
between the low and high tone is often relatively 
small (Svantesson & House, 2006) which may 
also restrict the use of large pitch excursions. 

In Karlsson et al. (2010), we present data that 
strongly suggest that the intonational systems of 
the two Kammu dialects are basically identical, 
but also that there is a prosodic hierachy, where 
lexical tone is stronger than sentence accent, 
which in its turn is stronger than focal accent. It 
seems to be necessary to uphold the contrast 
between the lexical tones in the tonal dialect, 
and when this conflicts with other uses of F0, 
such as for marking sentence or focal accent, 
this may be inhibited. 

These restraints on the use of F0 for 
intonation may be the explanation for the results 
found here, that there is generally a smaller pitch 
range in the tonal dialect than in the non-tonal 
dialect, and also for the fact that there is less 
variation in the range. 
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Visualizing Prosodic Densities and Contours: 
Forming One from Many 
Daniel Neiberg 
TMH/CSC/KTH  

Abstract 
This paper summarizes a flora of explorative visualization techniques for prosody 
developed at KTH. It is demonstrated how analysis can be made which goes 
beyond conventional methodology. Examples are given for turn taking, affective 
speech, response tokens and Swedish accent II.   
 

Introduction 
The ability to empirically extracting the essence 
of a phenomenon is a prerequisite for 
understanding in natural sciences. The concept 
of essence originates from Aristotle’s essentia, 
originally phrased as “to ti ên einai”, literally 
“the what it was to be” (Cohen, 2011). It refers 
to the attribute or set of attributes that make an 
object or substance what it fundamentally is, and 
which it has by necessity, and without which it 
loses its identity. In phonetics, the prosodic 
essence is usually attributed to the average, 
standard deviation or slope of fundamental 
frequency, intensity or duration for specific 
segments of speech. The usefulness of such 
analysis is not only motivated by its success, but 
also to the acceptance within the community and 
compliance with the current paradigm of 
thought.  

In recent years, a number of explorative 
visualization techniques of fundamental 
frequency (F0) and intensity have emerged. The 
common idea is to generate a single instance 
contour or density cloud out of many instances. 
Applications include exploring the prosody of 
backchannels and in the vicinity of thereof, turn-
taking and variation of accent between dialects. 
As pointed out, the different techniques can be 
divided into methods which are intended to 
produce prosodic density maps and methods 
which are intended to produce contours. The 
underlying machinery can then roughly be 
divided into segment based vs. instantaneous 
approaches and parametric vs. non-parametric. 
Another division can made between generic 
approaches which takes an arbitrary feature as 
input vs. those which targets a specific part of 
the signal. A summary of these techniques are 
shown in Table 1. 

This article briefly describes each of these 
techniques and gives examples. Finally, the 
usefulness and drawbacks are discussed. 

Non-parametric Density Generating 
Methods 

The Bitmap technique uses contours of F0 (in a 
semitone scale) or intensity and plots these with 
partially transparent dots. The accumulation of 
these dots from multiple instances forms a 
density cloud. Prior to plotting, the F0 or 
intensity is typically aligned to the start or end 
of a speech segment. 

The technique was introduced in (Edlund, et 
al., 2009; Heldner, et al. 2009), and an example 
is given in Figure 1. Variations of the same 
technique has been explored by (Schötz, et al., 
2010; Ward, et. al., 2010). 

The Bitmap technique is a non-parametric 
density generating method, which is also generic 
in the sense that any acoustic feature can be used 
for input. 

 
 

Figure 1. Bitmap plot of the 1000ms of the 
interlocutor’s speech preceding each of 3054 
backchannels as approximated by VSU-Low. 
The line shows the 26th percentile of the 
speakers’ pitch from 860 to 700ms prior to the 
VSU-Low, which is an elicitation cue. 
Reproduced from (Edlund, et al., 2009) with 
permission. 
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Parametric Density Generating Methods 

Parametric density methods introduce 
assumptions via a parametric model. Two main 
themes are identified: segment based and 
instantaneous approaches. 

In the instantaneous approach, the target is 
the frame-by-frame variation of fundamental 
frequency. This variation can be computed 
directly by the Fundamental Frequency 
Variation spectrum (FFV) without using a 
conventional pitch tracker. By applying a 
Hidden Markov Model (HMM), sequences of 
FFV can be learned for the speech segments of 
interest. Such an approach has adopted in 
(Laskowski, et al. 2008) to discover sequences 
which trigger turn-taking. The same approach 
was also adopted in (Heldner, et al. 2009) to 
investigate prosody in different types of 
overlapped speech. 

 

 

Figure 2. Spectral densities from each generated 
from affective speech from 40 speakers: Neutral 
on the top and Anger on the bottom. The dashed 
line is an arbitrary chosen mean F0. 

 

Figure 3. Three types of attitudes in response 
tokens. F0 is shown as densities relative to 
average F0 stretched to average duration. 
Dashed lines are normalized intensity. LDA 
analysis of the underlying TVCQCC gave that 
these attitudes can be classified based on 
prosody. 

 
In the segmental approach, examined targets 

are the segmental variation of either the entire 
F0 normalized spectrum or the region around 
F0.  The entire F0 normalized spectrum was 
explored as Time Varying Constant-Q Cepstral 
Coefficients (TVCQCC) for affective speech in 
(Neiberg, et al., 2010a). Two examples for 
Neutral and Anger are given in Figure 2, where 
each prototypical spectrogram is computed from 
40 speakers. The time varying parameterization 
is based on a length invariant discrete cosine 
transform (LI-DCT). Since the basis functions 
are periodic, the interpolation in time gives good 
interpolation of the syllabic rhythm is speech. 
Further, the length invariance allows for 
separation of duration or speaking rate. The 
spectrograms are derived by taking the average 
of multiple instances in the TVCQCC domain, 
followed by inverse transformation. The 
procedure involves a compression by only 

Method Shows Feature/target Parameterization/model References 

Bitmap Density Generic None 
(Edlund, et al., 2009; Heldner, et al. 2009; 
Schötz, et al., 2010; Ward, et. al., 2010) 

TVCQCC Density Full spectra 2D LI-DCT (Neiberg, et al., 2010a) 

FFV Density F0 delta spectra HMM (Laskowski, et al. 2008, Heldner, et al. 2009) 

TVCQCC Density F0 spectra 2D LI-DCT (Neiberg, et al., 2010b) 

LI-DCT Contour Generic 1D LI-DCT (Gustafson, et al. 2010) 

minJerk Contour F0 2D LI-DCT / minJerk (Neiberg, et al. 2011) 

Table 1. Summary of methods for visualizing one density or contour from multiple instances.
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keeping the higher order coefficients where 
most of the variation is found. 

A special case of TVCQCC was used to 
explore the prosody of conversational grunts, i.e. 
non-lexical conversational tokens such as filled 
pauses and backchannels in (Neiberg, et al., 
2010b). This time only the part located ± 8 
semitones from the per segment average F0 was 
kept. The procedure is shown in Figure 3, where 
news receiving responses and dispreference 
responses are contrasted to general responses. 

These parametric approaches are not generic, 
but are rather specialized towards specific parts 
of the speech signal. 

Parametric Contour Generating Methods 

In contour generating methods, one single 
contour is generated out of many. In (Gustafson 
et al., 2010) a generic contour generating 
method was introduced to visualize the prosody 
of “mhm” as spoken by the radio host Täppas 
Fogelberg. The procedure uses the same length 
invariant DCT (LI-DCT) as for TVCQCC, but it 
is applied to F0 or intensity from a pitch tracker, 
which makes the method generic. This 
procedure is schematically sketched in Figure 4. 
By assigning each “mhm” a variable x which is 
the relative position of the token in each call, the 
contours in Figure 5 was obtained. The variation 
of the contours as a function of x was interpreted 
as the degree of engagement.  

As pointed out earlier, the LI-DCT has many 
useful properties: 1) The DCT basis functions 
are periodic which allows good interpolation of 
syllabic rhythm in speech. 2) The length-
invariance gives normalization for duration or 
speaking rate. This allows for separation of this 
feature in the analysis. 3) The 0’Th coefficient is 
equal to the arithmetic average, which means if 
it is omitted, and then only the relative shape of 
a trajectory is parameterized. This property is 
useful for parameterizing features such as F0 
(which has a speaker dependent additive bias), 
Intensity (which is dependent on the distance to 
the microphone). It should be pointed out that 
the author has not been able make polynomials 
to work for this type of visualization. 

A completely different contour generating 
approach was introduced in (Neiberg, 2011). 
Based on the prosodic densities obtained 
through the special case of TVCQCC, the 
contour is generated by letting a particle move 
forward in time though the density. The path is 
chosen by maximising the voicing amplitude 

while minimizing the jerk, which is the derivate 
of acceleration. These criteria simulate the hand 
motor-movement used when a trained 
phonetician is sketching the F0 contour from left 
to right on a paper. 

 

 

Figure 4. Estimation procedure for a generic 
and parametric contour generating method used 
in (Gustafson et al., 2010). 

 

 
 

Figure 5. Täppas Fogelbergs “mhm” as a 
function of relative position “x” in each call. 
Two observations are 1) average F0 drops and 
curve becomes falter with respect to the second 
syllable 2) average intensity drops and the peak 
of the second syllable drops. 
 

As an application, this model was applied to 
accent II in Swedish long compound words. By 
geographically selecting the speech material 
according to four dialect areas, the assignment 
and the number of speakers per type became 
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South: Type1A (N = 12); Gotland: Type1B (N = 
4); East: Type2A (N = 24) and West: Type2B 
(N = 24). Figure 6 shows a comparison between 
the manually sketched pitch tracks for the four 
types suggested by (Gårding and Lindblad, 
1973) and the automatically generated contours. 
One can see that the estimates from the 
proposed algorithm are close to the original 
sketched pitches. Finally, it should be pointed 
out that the resulting minimum jerk trajectory is 
not parametric, although the spectral density for 
which it travels through is parametric. 
 

Figure 6. To the left: automatic F0 sketches 
and models for each dialect area. Speakers per 
type are N = 12 for Type1A, N =4 for Type1B, N 
= 24 for Type2A and N = 24 for Type2B. To the 
right, the corresponding manual sketches by 
(Gårding and Lindblad, 1973),reproduced with 
presmission. 

Discussion 

The survey shows that different types of 
methods are useful for different needs and 
applications. The non-parametric methods 
clearly have the advantage of using fewer 
assumptions than the parametric methods. On 
the other hand, the parametric approaches allows 
for the use of machine learning, clustering and 
distance calculations between discovered 
categories. The two types of generic approaches, 
the bitmap and the LI-DCT are least 
complicated to implement while still being 
generic and should be expected to gain some 
spread. It is not obvious to choose between 
density and contour generating approaches. 
Contour generation implies that the variance 
shown in the density generating methods is 
ignored. Thus, the choice must be up to proper 
judgment. Possibly, a hybrid method such as the 
“minJerk” approach might offer a solution if the 

resulting contour is overlaid on top of the 
density cloud. 

Conclusions 

This survey has categorized explorative 
visualization methods for prosody. Examples 
have been given, and strengths and drawbacks 
have been discussed. Based on the results these 
tools have produced, they seem to offer good 
opportunities for phonetic research, in particular 
for prosody. 
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Abstract 
Experimental findings of a durational comparison of selected disyllabic word 
structures in the closely related fully-fledged quantity languages Estonian and 
Finnish are reported, findings that are not directly related to the durational 
realisation of the quantity contrasts. It was observed that the word-initial 
consonant, which is outside the quantity system in both languages, behaves 
differently in Estonian and Finnish. Despite the many differences in the quantity 
systems of the two languages, it was observed that the grand mean durations of 
phonetic segments other than the initial consonant (namely V1, C2 and V2), pooled 
across the different quantities, were usually the same in the two languages. With 
respect to accentual lengthening, the two languages behaved identically in some 
respects and differently in some other respects, in a way that is predicted by a 
model of speech timing based on durational findings in English. 

 
 
Introduction 
Estonian and Finnish are closely related quantity 
languages. But the quantity systems of the two 
languages are in many respects different. 
Without presenting detailed arguments, we 
assume a syntagmatic interpretation of quantity 
in both languages (that is, we do not assume that 
qualitatively similar segments in different 
quantities are separate phonemes). In Finnish 
this means that contrastively long segments are 
interpreted as sequences of identical phonemes, 
and that diphthongs are interpreted as sequences 
of two different vowel phonemes. This 
interpretation is also reflected in the ortho-
graphy, e.g. tuli [tu̪li] /tu̪li/ ‘fire’, tuuli [tu̪ːli] 
/tu̪uli/ ‘wind’, tulli [tu̪lːi] /tu̪lli/ ‘customs’, tuoli 
[tu̪oli] /tu̪oli/ ‘chair’. The quantity opposition is 
binary, and it is phonologically very clearly 
segmental. The vowel quantity contrast obtains 
everywhere in the word, irrespective of word 
stress (which invariably falls on the initial 
syllable). The consonant quantity contrast also 
obtains irrespective of stress, but it is not 
possible word initially and finally, and not in all 
consonant clusters. For more details see Suomi, 
Toivanen & Ylitalo (2008). 

The Estonian quantity system is more 
complicated, and numerous phonological 
interpretations have been offered, see e.g. the 

collection of papers in Lehiste & Ross (1997). 
Phonetically, there is a ternary opposition 
associated with the primarily stressed syllable, 
realised by durational relationships in the 
stressed syllable and in the following unstressed 
syllable; in recent loanwords, primary stress 
may fall on a non-initial syllable. On the basis of 
this disyllabic sequence, disyllabic and longer 
words have one of three quantities, namely Q1, 
Q2 or Q3, traditionally called short, long and 
overlong. The duration of the vowel in the 
unstressed syllable following the stressed 
syllable is partly predictable: it is longer in Q1 
words than in Q2 and Q3 words. In contrast to 
Finnish, a vowel quantity opposition is not 
possible in the syllable following the stressed 
syllable. Moreover, there are also tonal cues that 
distinguish among the three quantities, see e.g. 
Lippus, Pajusalu & Allik (2009) and the 
references therein. Perceptual experiments have 
shown that native speakers of Estonian cannot 
distinguish between Q2 and Q3 on the basis of 
the stressed syllable alone: information on the 
second syllable is also necessary to perceptually 
distinguish between Q2 and Q3 (Eek & Meister, 
1997; 2003). For such reasons, we endorse the 
nowadays dominant view that the proper scope 
of interpreting the Estonian ternary quantity 
contrast is the disyllabic sequence consisting of 
the stressed syllable and the next, unstressed 
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one. In unstressed syllables there is no vowel 
quantity contrast, whereas a binary consonant 
contrast is possible, also in the word-final 
position. Monosyllabic content words are 
always in Q3. For more details see e.g. Lehiste 
(1997), Meister & Meister (2011). 

In contrast to Finnish orthography, Estonian 
orthography does not always indicate the 
quantity oppositions. It does show the contrasts 
for plosive consonants as in lugu (Q1) ‘story’, 
luku (Q2) ‘lock, gen. sg.’, lukku (Q3) ‘lock, part. 
sg.’; notice that in Estonian orthography, in fully 
native words, the letters <bdg> do not represent 
voiced plosives but voiceless plosives in Q1. 
But otherwise the opposition between Q2 and 
Q3 is not indicated, e.g. lina (Q1) ‘linen’, linna 
(Q2) ‘town, gen sg.’, linna (Q3) ‘town, part.sg’. 

In this paper we report durational results of 
an experiment in which selected word structures 
of the two languages were compared. However, 
in this paper we do not report on the durational 
realisation of the contrastive quantities in the 
two languages. Instead, we report on durational 
differences and similarities that are not directly 
related to the quantity oppositions. A full report 
of the results will hopefully appear elsewhere 
(Suomi, Meister & Ylitalo, submitted). 

Methods 
We looked at Estonian and Finnish disyllabic 
words consisting of two consecutive consonant-
vowel sequences, words in which either the 
stressed-syllable vowel or the following 
consonant are mainly responsible for the 
phonetic realisation of quantity, together with 
the duration of the second-syllable vowel 
duration. The starting point of target word 
selection was the existence of triplets of 
segmentally identical disyllabic words in the 
quantities Q1, Q2 and Q3 in the Estonian 
lexicon, representing the structures CVCV, 
CVVCV and CVVVCV on the one hand and the 
structures CVCV, CVCCV and CVCCCV, on 
the other, i.e. altogether six Estonian word 
structures. The decision to represent the Q3 
words as CVVVCV and CVCCCV is merely 
typographical, it does not imply any claim that 
these words contain three consecutive identical 
phonemes. Examples of such word triplets are 
kilu (Q1), kiilu (Q2), kiilu (Q3) and kade (Q1), 
kate (Q2), katte (Q3). Only such Estonian word 
triplets were used for which phonetically 
sufficiently close Finnish CVCV, CVVCV word 
pairs and CVCV, CVCCV word pairs exist. For 

the Estonian word triplets just mentioned the 
Finnish target words were kela, kiila and katu, 
katto, respectively Altogether there were 42 
Estonian and 28 Finnish target words. In both 
languages, the target words occurred in 
meaningful carrier sentences, in three degrees of 
prominence, namely unaccented, thematically 
accented and contrastively accented.  

Nine volunteer female speakers aged 20-50 
years were recorded in both languages, the 
Estonian speakers in Tallinn and the Finnish 
speakers in Oulu, using high quality recording 
equipment and highly similar recording 
procedures. For each target word, the durations 
of all constituent segments (C1, V1, C2 and V2) 
were measured. Notice that the symbols C1, V1, 
C2 and V2 here represent the four phonetic 
segments of the target words in both languages, 
irrespective of their phonemic composition. The 
absolute segment durations were converted to 
proportional durations (durations of segments as 
proportions of total word durations, computed 
separately for each word in each degree of 
prominence). Proportional durations effectively 
normalise for any differences in mean speaking 
rate. 

Results 
In the grand mean durations of the phonetic 
segments C1, V1, C2 and V2 across the six 
Estonian and four Finnish word structures, there 
was no difference between the two languages in 
the mean durations of C2 and V2 in any of the 
three degrees of prominence [statistically it was 
usually the case that F < 1, but in one 
comparison F(1, 88) = 2.24, n.s.]. As concerns 
the grand mean duration of V1, there was a 
difference in the unaccented versions: the mean 
proportional duration of V1 was 30% for the 
Estonian speakers and 25% for the Finnish 
speakers [F(1, 88) = 5.24, p < 0.05]. But in the 
thematically accented versions there was no 
difference [F(1, 88) = 2.30, n.s.], nor in the 
contrastively accented versions [F < 1]. With a 
single exception, then, the mean proportional 
durations of the segments V1, C2 and V2 were 
the same in Estonian and Finnish. 

But C1 behaved very differently in the two 
languages. Notice that in both languages, C1 is 
outside the quantity system as there is no 
quantity opposition in word-initial consonants. 
Table 1 shows the proportional mean durations 
of C1 in both languages in the three degrees of 
prominence; "***" means that p < 0.001. 
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Table 1. Mean proportional C1 durations in the 
three degrees of prominence. 

 una acc con  
Estonian 20.1% 20.9% 22.4% *** 
Finnish 25.9% 25.4% 25.4% n.s. 
 *** *** ***  

 
C1 behaved differently in Estonian and 

Finnish in three ways. Firstly, as can be seen in 
Table 1, its proportional duration was always 
smaller in Estonian than in Finnish. Secondly, in 
Estonian the proportional duration of C1 varied 
very minutely yet systematically as a function of 
degree of prominence; post-hoc tests indicated 
that the proportional duration of C1 was different 
in each degree of prominence (p = 0.001 or 
smaller). But in Finnish, degree of prominence 
had no effect. Thirdly, in accentual lengthening 
(the lengthening observed in the contrastively 
accented words relative to the mean of the other 
two degrees of prominence) there was a 
difference between the languages in the extent 
of proportional lengthening of C1 [F(1, 88) = 
7.06, p < 0.01]: in Estonian the mean was 58%, 
in Finnish 41%. What this means is that the 
proportional duration of C1 did not vary as a 
function of prominence in Finnish because, in 
this language, C1 was lengthened statistically as 
much as the other segments on average. But in 
Estonian, proportional accentual lengthening of 
C1 was larger than that of the other segments 
because C1 was lengthened more than the other 
segments on average. That is, contrastive accent 
increased the proportional duration of C1 in 
Estonian, but not in Finnish. It has been shown 
in Estonian that C1 duration act as a perceptual 
cue to local speaking rate (Eek & Meister, 2003; 
Meister & Meister, 2011). 

Except for segment position C2, there were 
differences between the two languages in how 
extensive proportional accentual lengthening 
was, as shown in Table 2. 

Table 2. Proportional accentual lengthening 
according to segment position. "=" means that 
the cross-linguistic difference failed to reach 
statistical significance. 

 C1 V1 C2 V2 

Estonian 58 34 29 = 46 

Finnish 41 59 27 = 28 
 

Estonian speakers thus exhibited a larger 
proportional accentual lengthening than the 
Finnish speakers at segment positions C1 and V2, 
and a smaller proportional lengthening than the 
Finnish speakers at segmental position V1. We 
wish to argue that these differences are 
connected to, and explainable by, differences in 
the respective quantity systems. Speakers of 
Estonian may be less reluctant than speakers of 
Finnish to lengthen V1 extensively because such 
lengthening might interfere with durational 
signalling of the very complex quantity 
contrasts. In Estonian, the quantity relations 
among V1 and C2 yield nine (23) different 
possibilities, whereas in Finnish there are only 
four (22) possibilities (VC, VVC, VCC, VVCC), 
and the V - VV contrast is supported in the 
initial syllable by a very robust durational 
difference. 

On the other hand, speakers of especially 
Northern Finnish must be careful not to lengthen 
V2 too much when it constitutes a single vowel 
and the initial syllable is light (i.e., when V2 
constitutes the word's second mora, M2), lest the 
second-syllable single V2 be confused with a 
double vowel. In Northern Finnish, the 
difference between second-syllable single (V) 
and double vowels (VV) after a light initial 
syllable is rather precarious. For example, in 
Suomi & Ylitalo (2004; Table 2, p. 42), in 
which segment identities were fully controlled, 
the VV/V durational ratio measured in 
CV.CVV.CV and CV.CV.CV nonsense items 
was 1.5. And Nakai, Kunnari, Turk, Suomi & 
Ylitalo (2009) observed that utterance-final 
lengthening of V2 qua M2 was effectively 
blocked, obviously in order to prevent confusion 
with a double vowel in the same position. But 
speakers of Estonian may feel free to lengthen 
V2 because there is no quantity opposition in the 
second unstressed syllable. 

In many other respects the two languages 
turned out to be highly similar, if not identical. 
Firstly, in both languages accentual lengthening 
affected only contrastively accented words, but 
not non-contrastively accented words. In this 
respect both languages differ from e.g. Swedish, 
in which accentual lengthening is not limited to 
contrastively accented words. Secondly, the two 
languages did not differ from each other in 
terms of the amount of total accentual 
lengthening. Thirdly, in both languages the word 
structures did not differ among themselves with 
respect to the amount of accentual lengthening. 
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Discussion 
In the domain-and-locus model of speech timing 
proposed by White (2002), domain refers to the 
prosodic constituent within which a timing 
process is operative, and locus refers to the 
particular segments that are affected by the 
process; processes may be distinguished by their 
distinct loci. According to the model, speech 
timing consists of localised effects: segments are 
produced with durations simply determined by 
intrinsic factors, modulated according to speech 
rate, until a locus of some timing process is 
reached. At this point, some extra, constant 
amount of duration is allocated to the locus, with 
no regard paid to the segmental composition of 
the locus. But this constant amount of 
lengthening is distributed within the locus 
according to the structure and the segmental 
composition of the locus. As a result of both of 
these factors, the lengthening will not be evenly 
distributed within a locus. In accentual 
lengthening the domain is the word, and the 
locus, in the present disyllabic word structures, 
clearly includes all segments in the word.  

The present Estonian and Finnish findings on 
accentual lengthening are in perfect agreement 
with the predictions of White's model: firstly, as 
already mentioned, in both languages the word 
structures did not differ among themselves with 
respect to the amount of accentual lengthening. 
That is, a constant extra amount of duration was 
allocated to the locus, in both languages, with no 
regard paid to the segmental composition of the 
locus. Secondly, the lengthening was not evenly 
distributed within the loci in either language, 
and it was differently distributed in the two 
languages: C1 and V2 were lengthened more in 
Estonian than in Finnish, while V1 was 
lengthened more in Finnish than in Estonian. 
These differences seem to be explainable by 
differences in the two quantity systems: the 
greater complexity, in Estonian, of the possible 
quantity relations between the stressed-syllable 
vowel and the following consonant, and the 
greater freedom, in Estonian, to lengthen V2 
because there is no vowel quantity contrast in 
the second syllable. In brief, in both languages 
accentual lengthening was unevenly distributed 
within the locus, according to language-specific 
rules that seem to be motivated on structural 
grounds relatable to quantity. 

The agreements of the present findings in 
two different quantity languages with the 
predictions of White's (2002) model of speech 

timing, based on findings in English, suggest 
two mutually interrelated things, but let us spell 
them out. Firstly, the agreements indicate that 
White's model captures something cross-
linguistically important in speech timing. 
Secondly, the agreements suggest that, in some 
respects at least, fully-fledged quantity 
languages and non-quantity languages (or only 
marginally quantity languages) like English 
(which does have a systematic durational 
difference among its vowels, but with 
accompanying large qualitative differences) are 
very similar if not identical. 

References 
Eek, A & Meister, E (1997). Simple perception 

experiments on Estonian word prosody: foot 
structure vs. segmental quantity. In I. Lehiste & J. 
Ross (Eds.), Estonian Prosody: Papers from a 
Symposium (pp. 71-99). 

Eek, A & Meister, E (2003). Foneetilisi katseid ja 
arutlusi kvantiteedi alalt (I): häälikukestusi 
muutvad kontekstid ja välde. Keel ja Kirjandus, 
46(11), 815 - 837. 

Lehiste, I (1997). Search for phonetic correlates in 
Estonian prosody. In I. Lehiste & J. Ross, eds, 
Estonian Prosody: Papers from a Symposium. 
Estonia: 11-35. 

Lehiste, I & Ross, J (1997). Estonian Prosody: 
Papers from a Symposium. Tallinn: Institute of 
Estonian Language. 

Lippus, P, Pajusalu, K & Allik, J (2009). The tonal 
component of Estonian quantity in native and non-
native perception. Journal of Phonetics, 37, 388-
396. 

Meister, L & Meister, E (2011). Perception of the 
short vs. long phonological category in Estonian by 
native and non-native listeners. Journal of 
Phonetics, 39, 212-224. 

Nakai, S, Kunnari, S, Turk, A, Suomi, K & Ylitalo, R 
(2009). Utterance-final lengthening and quantity in 
Northern Finnish. Journal of Phonetics, 37, 29-45. 

Suomi K & Ylitalo R (2004). On durational 
correlates of word stress in Finnish. Journal of 
Phonetics, 32: 35-63. 

Suomi, K, Toivanen, J & Ylitalo, R (2008). Finnish 
sound structure. Studia Humaniora Ouluensia 9. 
http://herkules.oulu.fi/isbn9789514289842. 

Suomi K, Meister E & Ylitalo R (submitted). 
Durational patterns in Estonian and Northern 
Finnish. 

White, L. (2002). English speech timing: a domain 
and locus approach. Ph.D. Dissertation, University 
of Edinburgh. http://www.cstr.ed.ac.uk./projects/ 
eustace/dissertation.html. 

 

Fonetik 2011

64



An investigation of intra-turn pauses in spontaneous
speech

Kristina Lundholm Fors

Department of Philosophy, Linguistics and Theory of Science and Graduate School of Language
Technology, University of Gothenburg

Abstract

In this study, pauses within speakers’ turns are described and analysed. Tentative
results show that different pauses within a speaker’s turn might differ in length.
Pause length variations over time in dialogues were investigated, and in 5 out of
6 dialogues, a statistically significant correlation was found between the speakers’
variations in pause length.

Introduction
Pauses are an essential part of human speech, and
they fill many different functions. We need pauses
to, for example, breath, plan what we are going to
say and negotiate turntaking. In their now clas-
sic article, Sacks et al. (1974) categorized pauses
in speech into pauses, gaps and lapses. They are
defined as follows: a pause is a silence that oc-
curs inside a speaker’s turn. This includes the si-
lence at a transition relevance place (TRP), when
a speaker has been nominated but has not begun to
speak. It also includes the silence at a TRP, when
a speaker has stopped, but then continues to speak
after the TRP. A gap is the silence that occurs at a
TRP when the first speaker has not nominated an-
other speaker, but another speaker self-nominates
and there is a turn change. A lapse is the silence at
a TRP, when the first speaker has stopped speak-
ing, has not nominated a new speaker, and does
not continue speaking. No other speaker takes the
turn. A lapse is in part defined by the perceived
length: thus, a lapse should be perceived as longer
than a gap and as a discontinuity in the flow of
conversation.

Heldner and Edlund (2010) provide an excel-
lent review of pause research to date. It is evident
in their review that researchers have used different
methods and definitions, which means that results
are difficult to compare. Even the definition of a
pause differs between studies: some argue that a
pause is that which a listener perceives as a pause,
whereas others base their pause identification on
the acoustic signal. This will undoubtedly lead to
discrepancies in results, as it has been shown that
perceived pauses do not necessarily coincide with
pauses identified acoustically (Zellner, 1994).

The majority of pauses and gaps are shorter
than 1000ms, and the most common gap length

is 200ms (Heldner and Edlund, 2010), but there
is a substantial amount of intra- and interspeaker
variability. Pauses, that is intervals where the
speaker is silent within her turn, can occur at dif-
ferent places in the turn, as described above. It
might therefore be useful to divide pauses into
sub-categories, as the context of the pause might
affect its length; when a speaker pauses within her
turn but not at a TRP, it is already clear that the
speaker will continue after the pause. This can
be compared to when a speaker pauses at a pos-
sible TRP: even when turn change does not take
place, the speakers still have to negotiate who is
going to speak after the pause. It is not unlikely
that this will lead to the pauses at possible TRP:s
being longer than the pauses that do not occur at
a possible TRP. The pauses that occur at the be-
ginning of a speaker’s turn when the speaker has
been nominated by a previous speaker should in
that case also be shorter than the pauses at possi-
ble TRP:s.

Pauses that occur within a speaker’s at a pos-
sible TRP will hereafter be referred to as pauses
between syntactic units, whereas pauses that oc-
cur within a speaker’s turn but not at a possible
TRP will be referred to as pauses within syn-
tactic units. A pause that exists at the begin-
ning of a speaker’s turn when she has been nom-
inated but has not yet begun to speak can be re-
ferred to as initial pause. However, that pause
type will not be further discussed in this paper. In
the present study the pauses within and between
syntactic units will be investigated and compared.
If there is evidence of a difference in length be-
tween these pause types, that information could
be used, in conjunction with other factors, in end-
of-utterance detection in dialogue systems.

Edlund et al. (2009) have proposed a method
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to investigate pause length variation in dialogues
over time. Their method might make it possible
to capture the dynamics of pause variation, and to
visualize how the speakers influence each other.
In this study I will apply the method proposed by
Edlund et al. to pauses within turns.

Method and material
Five persons, all female, were recorded while
speaking in pairs. Altogether, 6 dialogues were
recorded, each lasting approximately 10 minutes.
The subjects received a question to discuss but
were informed that they were allowed to stray
from the subject. The subjects will be referred
to as a, b, c, d & e and the dialogues as D1-D6.
The speakers were paired as follows:

• dialogue 1 (D1): speakers a + e

• dialogue 2 (D2): speakers d + b

• dialogue 3 (D3): speakers a + c

• dialogue 4 (D4): speakers d + e

• dialogue 5 (D5): speakers a + b

• dialogue 6 (D6): speakers d + c

The dialogues were transcribed ortographi-
cally in Praat, and pauses and gaps were identi-
fied manually based on the acoustic signal. No
cut-off time for pause length was set. This is of-
ten done to exclude occlusion intervals, but they
were instead excluded manually. The pauses were
categorized into the three different categories de-
scribed in the previous section: pauses within
syntactic units, pauses between syntactic units
and initial pauses.This coding schedule has not
yet been tested for inter-rater-reliability tested,
but this is planned in relation with future studies.

When pause length variation over time was
analyzed, a moving, Gaussian-shaped window of
9 data points was used. The Gaussian shape of
the window gives more weight to the central val-
ues in the window, and provides a smoother curve.
Using interpolated curves, average pause lengths
were calculated for both speakers in each dia-
logue; the pause lengths were measured at the
data points of one speaker.

Results
Comparison between pause types
For each speaker, all pauses within and between
syntactic units were identified. Pauses for each
speaker were pooled across dialogues. The pause

lengths were logarithmized (as pauses are not nor-
mally distributed) and mean values were calcu-
lated. This data is presented in table 1.

Table 1: Mean pause lengths and number of
pauses per speaker

Speaker Within units Between units
a 0.41 (124) 0.65 (150)
b 0.58 (66) 0.70 (63)
c 0.49 (126) 0.38 (66)
d 0.47 (209) 0.47 (100)
e 0.40 (51) 0.55 (85)

For speakers a, b and e, pauses between syn-
tactic units are on average longer than pauses
within syntactic units. For speaker c, the opposite
is true: the mean of pauses within syntactic units
is 0.49 seconds, compared to 0.38 which is the
mean of the pauses between syntactic units. The
mean pause lengths of speaker d were the same
both within and between syntactic units.

Pause length variation over time
Figures 1-6 show how the speakers’ median pause
lengths vary over time in each dialogue. The
curves do not always cover the same amount of
time: for example it can be seen in figure 2 that
speaker d’s curve continues for some time after
speaker b’s curve has ended. This is caused by
the fact that speaker b did not make any intra-turn
pauses after a certain time in the dialogue.

The pause lengths in each dialogue were
correlated between speakers, using Pearson’s
product-moment correlation coefficient (Pear-
son’s r). It is important to note that it is not the
actual pause durations that are compared, but how
they vary over the course of the dialogue. If there
is a positive correlation, pause lengths tend to be
higher and lower than average respectively at the
same time for both speakers. On the other hand, if
there is a negative correlation, pause lengths tend
to longer than average for one speaker when they
are shorter than average in the other speaker. This
means that there can be a negative or positive cor-
relation even if average pause times differ. An
overview of the correlations is given in table 2.

In 1 the pause length variations of speaker a
and e are presented. A significant positive correla-
tion (p=0.01) between the speakers’ pause length
variations was found in this dialogue.

Figure 2 shows speakers b and d. In this dia-
logue there was a significant negative correlation
(p=0.01) between the speakers’ pause length vari-
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Figure 1: Dialogue 1

Figure 2: Dialogue 2

ations. This is the only negative correlation be-
tween pause length variations found in the study.

Figure 3: Dialogue 3

Speakers a and c took part in dialogue 3,
which is presented in figure 3. A significant pos-
itive correlation (p=0.05) between the speakers’
pause length variations was found.

Figure 4: Dialogue 4

The pause length variations of speakers d and
e is visible in figure 4. In this dialogue there was a
significant positive correlation (p=0.01) between
the variations in speakers’ pause lengths.

Figure 5: Dialogue 5

In dialogue 5, which can be seen in figure 5
speakers a and b participated. No significant cor-
relation between their pause length variations in
was found.

Finally, the pause length variations of speak-
ers d and c are shown in 6. In this dialogue,
dialogue 6, a positive correlation (p=0.05) was
found.
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Figure 6: Dialogue 6

Table 2: Correlations between pause length vari-
ations in D1-D6

Pearson’s r
D1 .621**
D2 -.635**
D3 .327*
D4 .391**
D5 -.175 p=.132
D6 .405**
*Correlation is significant at the .05 level
**Correlation is significant at the .01 level

Summary and discussion
In the introduction, three subcategories of pauses
were proposed, of which two are investigated in
this study. The hypothesis is that pauses that oc-
cur between syntactic units (at a possible TRP)
should be longer than pauses that occur within
syntactic units. The reason for this would be that
pauses that occur at a possible TRP include turn
taking negotiation. Out of the five speakers inves-
tigated in this study, three present longer pauses
on average between syntactic units compared than
within syntactic units, which is in line with the hy-
pothesis. However, one speaker showed no such
difference, and one speaker made longer pauses
within syntactic units. This suggests that the sub-
categorization of pauses may be useful, but more
data is needed to back up this hypothesis.

When looking at the data presented in table 1,
it is clear that average pause times vary markedly
between speakers; for example, speaker e’s mean
value for longer pauses is shorter than speaker b’s
mean value for shorter pauses. This means that
when using pause length data in for example end-

of-utterance detection, a baseline for the speaker’s
pause lengths should be established, and subse-
quent pauses compared to this, rather than com-
pared to a ’one-size-fits-all’ general pause length
value.

The method proposed by Edlund et al. (2009)
was used in this study, but with some alter-
ations. Instead of a rectangular moving window
a Gaussian-shaped window was used, and fewer
data points (9 in this study compared to 20). A
Gaussian-shaped window did provide a efficient
smoothing of the curve, but it is possible that a
window that places more weight on the most re-
cent pause would yield even better results. Re-
garding the number of data points, future research
should investigate whether there is an optimal
number of data points. That number could quite
possibly depend on the length of the dialogue and
the number of pauses identified.

Another distinct difference is that Edlund et
al. used automatic pause identification, whereas
in this study pauses where identified manually.
Automatic pause identification has the advantage
that a large amount of data can be used, while
manual pause identification does not necessitate
excluding pauses shorter than a certain length
to not include occlusion intervals in stop conso-
nants. In the future, the results of automatic and
manual identification of pauses should be com-
pared to see if, and then how, they differ.

When comparing pause length variations for
speakers in dialogues, significant correlations
were found in five out of six dialogues. This pro-
vides further evidence that the method outlined
by Edlund et al. (2009) is an effective way of cap-
turing how speakers are influenced by each other
when it comes to pause length variation. With
more data and more in-depth analysis, the results
yielded by this method could be used to model
pause behavior in dialogue systems.
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Abstract

This paper presents a real-time method for Spoken Language Identification based on
the entropy of the posterior probabilities of language specific phoneme recognisers.
Entropy based discriminant functions computed on short speech segments are used to
compare the model fit to a specific set of observations and language identification is
performed as a model selection task. The experiments, performed on a closed set of
four Germanic languages on the SpeechDat telephone speech recordings, give 95%
accuracy of the method for 10 seconds long speech utterances and 99% accuracy for
20 seconds long utterances.

Introduction
Spoken Language Identification (LID) has long
been a topic of interest in speech technology. In
a multilingual world, speech applications are in
many cases required to automatically select the
appropriate language when a new user interac-
tion is initiated. Recently, the multilingual aspects
of speech applications have gained focus, e.g., in
speech translation and international call and infor-
mation services. Furthermore, large multilingual
speech databases are now available, allowing for
more advanced LID systems to be developed and
properly tested.

Some of the methods proposed to solve the
language identification task make use of low level
acoustic features. In Lamel and Gauvain (1994),
e.g., the acoustic likelihoods of phoneme recog-
nisers for each language are used.

Other methods are based on modeling longer
context in speech by means of language models
(LM). These may make use of a single set of pho-
netic acoustic models followed by language spe-
cific models (PRLM, e.g., Glembek et al. (2008)),
or employ parallel phoneme recognisers for each
language (PPRLM, e.g., Zissman (1996); Zhu and
Adda-Decker (2006)). The language models may
consist of large vocabulary recognisers, or, more
commonly, of N-grams at the phonetic level as in
Zissman (1996).

This paper proposes an alternative way of us-
ing the output of the language specific acoustic
models. The frame-based class entropy of the
posterior probabilities for each phoneme is used

as a measure of uncertainty of each language-
specific phoneme recogniser. This score is lo-
cal in time and does not use any phonotactic
or higher level linguistic information, making it
more suitable to generalise to applications where
the utterances may differ considerably from the
data used during training. Another advantage
over PPRLM methods, is that computing the en-
tropy locally does not need a Viterbi like de-
coder, thus simplifying the LID task and allowing
for faster detection of a language change. This
is particularly interesting in applications such as
lip-synchronisation systems Salvi et al. (2009),
where the phonotactic information is not available
or of any interest.

We test the method on a close set of four
Germanic languages (Swedish, German, Flemish
and English) and using recurrent neural networks
as phoneme posterior probability estimators, and
compare it to a PPRLM baseline using the same
PPRs.

Method
The problem of language identification can be
seen as a standard classification problem. Given
an observation o, typically an acoustic feature
vector in a d-dimensional space, we want to in-
fer the true identity l∗ of the language out of a set
of possible languages L. The solution to the prob-
lem can be formulated in general terms by defin-
ing a set of real valued discriminant functions gl,
one for each class (language), on the observation
space Rd. Depending on the definition of the gl,
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the classification problem is then casted into a
minimisation or maximisation problem, e.g.:

l̂ = arg min
l∈L

gl(o); gl : Rd → R (1)

Our method is based on the assumption that,
for each language l, we can compute estimates
of the posterior probabilities p(ci|o,Ml) of each
phoneme ci ∈ Cl, given an observation o and a
statistical model Ml. Typically, Ml is a phoneme
recogniser used in the application for which we
want to determine the identity of the language.
The feature extraction procedure used to extract
the observations o from the speech samples is as-
sumed to be identical in each language, whereas
the modelMl and the set of possible phonemes Cl
vary with l (Parallel Phoneme Recognisers).

We propose to use the entropy of the posterior
probabilities p(ci|o,Ml) of the phonemic classes
as a measure of mismatch between the model Ml

and the observation o. The higher the entropy, the
higher the uncertainty of the model in describing
the observation o. Comparing entropy measures
obtained with different models Ml, we can se-
lect the model that best fits the observation o and
therefore the most likely language o belongs to.

Formally, we define the entropy of the current
observation given the model Ml as:

H(o,Ml) = −
Nl∑
i=1

p(ci|o,Ml) logNl
p(ci|o,Ml)

(2)
Where Nl is the number of phonemes for lan-
guage l. We choose to compute the logarithm in
basis Nl to ensure that H(o,Ml) ranges from 0
to 1 regardless of the size of the phonemic inven-
tory of language l, thus simplifying the compari-
son between different models Ml.

The distribution of H(o,Ml) varies, not only
based on the mismatch between the input lan-
guage and model language, but also depending
on the performance of each model Ml. In case
of matching input language and model language
(l = l∗), more discriminative models will give
more picky distributions of the posterior probabil-
ities for each input and, therefore, lower entropy.
Another effect is the mismatch between training
and test data. Each model Ml is likely to give
lower values for the entropy on the training data
compared to data that is unseen during training.
In order to compare the entropy across language
models, it is necessary to normalise for the effect
of intrinsic performance of each model. This can
be done by using a global estimate of the mean
and standard deviation of H(o,Ml):

H̄G(o,Ml) =
H(o,Ml)− µ̂l

σ̂l
(3)

Where µ̂l and σ̂l should be computed on data that
is unseen during training in order to normalise for
the mismatch between training and test set as well
as for the intrinsic performance of the model.

Another source of variation for the entropy
is the phonetic content of the acoustic observa-
tion. This is because the classifiers Ml, used
as posterior probability estimators, have an ac-
curacy that is strongly dependent on the phone-
mic class. A more efficient normalisation method
would, therefore, be phoneme dependent, i.e., by
estimating the mean µil and standard deviation σil
for each phoneme i in language l. A possible
way to estimate these parameters is by referring
to the true phoneme labels. A limitation of this
method is that the identity of the true phoneme is
not known during testing, therefore questioning
the validity of this normalisation. Another possi-
bility is to use the winner phoneme obtained by
maximising the posterior probability p(cj |o,Ml)
in the estimation of µil and σil. In this case the
statistics are computed on the set of observations
such as Oi = {o : arg maxj p(cj |o,Ml) = i}.

When computing the normalised entropy for
a new observation, we perform a weighted aver-
age of the phoneme normalised entropy, using the
posterior probability of each phoneme as weight.

H̄P (o,Ml) =

Nl∑
i=1

p(ci|o,Ml)
H(o,Ml)− µ̂il

σ̂il
(4)

This constitutes our best estimate of the belief a
certain phoneme was uttered at a certain moment
in time.

Summarising, the discriminant functions in
Eq. 1 are defined as average over time of the en-
tropy measures defined above:

gl(o) =
1

T

T∑
t=1

H̄(ot,Ml) (5)

The length T of this average can be varied and is
one of the experimental factors. We tested four
methods: the first is based on the raw entropy
H(ot,Ml) defined in Eq. 2 This method will be
referred to as RAWE. The second, uses the glob-
ally normalised entropy H̄G(o,Ml) (Eq. 3) and
will be referred to as GNE. The last two meth-
ods use phoneme based normalisations defined in
Eq. 4. In the first case, named CPNE, the pa-
rameters in the formula are estimated by using
the correct phoneme for each frame as given by
the phonemic annotations. In the second case the
parameters are estimated according to the winner
phoneme (WPNE).

Fonetik 2011

70



Experiments
Data
The experiments in this paper are based on
the SpeechDat databases for Swedish, German,
Flemish and English Elenius (2000). The
databases contain recordings over the fixed tele-
phone line sampled at 8 kHz. The content ranges
from read sequences of digits, and phonetically
rich sentences to spontaneously uttered names.

The test sets for each language included up to
about 30 minutes of speech.

Baseline model
In order to compare our method with a stan-
dard implementation of PPRLM, we tested the
same phoneme recognisers in combination with
N-grams models as in Zissman (1996). The lan-
guage dependent N-gram models were estimated
by decoding the training data for each language
with all the available phoneme recognisers. A
total of 16 bi-grams were estimated for each
combination of training language and language-
specific phoneme recogniser. During testing, the
log-likelihoods obtained with different phoneme
recognisers and language models were averaged
in order to select the best language for each
speech chunk.

Experimental settings and Evalua-
tion
The phoneme recognisers used in this paper to
estimate the posterior probabilities are based on
recurrent neural networks (RNNs) Salvi (2006).
The input to the networks are Mel Frequency
Cepstral Coefficients (MFCCs) extracted on 10
ms spaced frames of speech samples. The net-
works are trained using Back Propagation through
time Werbos (1990) with a cross entropy error
measure Bourlard and Morgan (1993). This en-
sures an approximately linear relation between
the output activities of the RNN and the poste-
rior probabilities of each phonetic class, given
the input observation Ström (1992). The tran-
scriptions used as targets to train the neural net-
works were obtained by force alignment using the
orthographic transcriptions and the lexica in the
SpeechDat databases.

Performance is computed for the four meth-
ods described in Section and for the baseline sys-
tem on a close set of the four target languages.
Results are computed as in Caseiro and Trancoso
(1998) as Identification Rate, i.e., as percentage
of the test chunks that are correctly classified.

Table 1: Identification rates (%) for SpeechDat
tests

window length (sec)
Method 1 2 5 10 20
RAWE 45.0 41.0 42.5 39.0 43.0
GNE 47.5 47.2 51.5 54.2 55.5
CPNE 53.0 55.5 64.7 66.2 69.5
WPNE 70.5 78.5 89.5 94.5 99.0
baseline 59.3 69.7 80.0 86.9 90.7

Table 2: Language dependent identification rates
(%) on the SpeechDat database for the WPNE
condition

window length (sec)
Language 1 2 5 10 20
Swedish 68 80 88 92 98
German 52 64 88 92 100
Flemish 76 82 88 98 98
English 86 88 94 96 100

The test set consists, for each of the four
target languages of 100 non-overlapping speech
chunks for a total of 400 speech chunks. The
length of the speech chunks is varied from 1 to
20 seconds. The silence segments were automat-
ically removed in the entropy estimation. This is
because silence is irrelevant to the problem and
might introduce artifacts that depend on the char-
acteristics of the channel or the performance of
the phoneme recogniser, rather than on the iden-
tity of the test language.

Results
Table 1 summarises the results obtained on the
SpeechDat data with the four methods defined in
Section and for the baseline system. Results are
shown in terms of average identification rate (IR)
computed over the four test languages. The test
are performed with speech chunks of 1, 2, 5, 10
and 20 seconds.

All methods perform largely above chance
level (25%). The method based on the raw en-
tropy RAWE has the lowest IR. Normalising the
entropy globally (GNE) brings an improvement
on the IR and so does the phoneme dependent nor-
malisation with normalisation parameters based
on the correct phoneme identity (CPNE). Finally,
the WPNE method outperforms consistently the
PPRLM based baseline system with a relative im-
provement of about 19% for the 1 second test and
9% for the 20 second test. The same information
is plotted in Figure 1 for varying length of the in-
put speech chunks (with 1 second steps). The re-
sults for the WPNE method are also detailed for
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Figure 1: Identification rate versus length of the
test speech chunks. The plot shows results for
the four methods defined in Section , the PPRLM
based baseline system and the chance level con-
sidering the four target languages.

each target language in Table 2. Although the per-
formance varies for each language, this effect is
mostly evident for short speech chunks, below 5
seconds.

Discussion and Conclusions
This paper describes a method for language iden-
tification based on the entropy of the poste-
rior probabilities estimated by language specific
phoneme recognisers. We showed that comparing
the raw entropy of the model gives results above
chance. We also showed that different methods of
normalisation of the entropy give increasing iden-
tification rates.

The identification rate increases in general
with the length of the speech chunks considered
in the classification. The best method, based
on phoneme dependent normalisation (WPNE)
gives a 95% identification rate (IR) with 10 sec-
onds speech chunks and 99% IR with 20 seconds
speech chunks. This overperforms the baseline
system based on bi-gram language models. The
performance increase is larger for shorter speech
chunks, making this method particularly appeal-
ing for applications where the language may be
changing rapidly, or when the system should re-
act in short time to language changes.

We experimented with Germanic languages in
this paper because the phoneme recognisers are,
at the moment, only available in those languages.
Although this could be seen as a limitation to this
study, we believe that showing that phonetically
similar languages can be discriminated on the ba-
sis of acoustic properties alone, is a strong indica-
tion of the validity of our method. We therefore
believe that the results will hold when other lan-
guages are added to the problem.

Future work will be dedicated to studying
how this results are dependent on the intrinsic
performance of the phoneme recognisers. Also
we will investigate if the performance can be im-
proved by feeding the entropy measures in a more

complex classifier, e.g. based on Support Vector
Machines.

Finally, we plan to adapt the model to open-
set tests where we consider the possibility of re-
jecting an input language that does not correspond
to any of the available recognisers.
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Exploring phonetic realization in Danish
by Transformation-Based Learning
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Abstract

We align phonemic and semi-narrow phonetic transcriptions in the DanPASS corpus
and extend the phonemic description with sound classes and with traditional pho-
netic features. From this representation, we induce rules for phonetic realization by
Transformation-Based Learning (TBL). The rules thus learned are classified accord-
ing to relevance and qualitatively evaluated.

Introduction
Language abounds with classification tasks –
some we solve ourselves, some we hand over to
machines. In the latter case, we may or may not
be interested in what the machine actually learns.
Stochastic classifiers such as HMMs and SVMs
are useful for many purposes, but their target rep-
resentation is usually inscrutable to humans. Rule
learners, on the other hand, may or may not match
stochastic classification performance, but what
they learnmay be interesting in itself – sometimes,
it might even be the main point.

In the present paper, we explore one of those
cases: the application of a well-known rule in-
duction technique, Transformation-Based Learn-
ing (Brill, 1995), on phonetic string representa-
tions. The problem can be phrased thus: given
a phonemic and a semi-narrow phonetic transcrip-
tion of speech, can we extract transformation rules
which will take the first to the second, or at least
part of the way? If so, do these rules give us any
new insights? Somewhat less abstractly, our aim
is to automatically induce typical textbook rules
for phonetic realization, from a transcribed, real-
world corpus of spontaneous, connected speech.
The language under study is Danish, where, ar-
guably, the distance between these two represen-
tations is particularly noteworthy.

Background
Danish phonology
Grønnum (2005) analyzes Danish phonology into
11 vowel phonemes (/i e ɛ a y ø œ u o ɔ ə/) and
15 consonant phonemes (/m n p t k b d g f v s
h l r j/), plus the prosodic elements stød, length,
and stress. Briefly, most non-high vowels are re-
alized more open before and/or after /r/, and some

consonants are realized differently depending on
syllable position: /p t k/ are aspirated in onset and
unaspirated in coda; /d g v r/ are contoid in onset
and vocoid or ∅ in coda.

The realization of /ə/ is quite complex. More
often than not it is elided, leaving its syllabic
trait and compensatory lengthening on adjacent
sounds. The combination of consonant gradation
in coda and a very fleeting /ə/ results in a highly
unstable sound structure in current Danish.

In traditional descriptions, being basedmainly
on conservative, careful, read speech, Danish
phonemes typically have one or two, rarely three,
allophones, e.g. “/d/ > [ð] in coda, [d] else-
where”. In spontaneous speech phonemes have
a much wider range of realization – for instance,
in DanPASS (see below), /d/ is transcribed [d ð
ɾ ɹ t z s], among others.
Transformation-based learning
Transformation-based learning (TBL) was pro-
posed by Eric Brill (Brill, 1995). It is, in a one-
sentence summary, a supervised machine learning
method producing a compact, ordered, human-
readable list of classification rules (or transforma-
tions), each chosen greedily from a set of candi-
dates dynamically calculated from user-supplied
patterns (the templates), so that it maximally re-
duces (a function of) the difference between the
system’s present idea of the classification (the cur-
rent corpus) and a gold standard (the truth). One
sentence is likely not enough; we refer to Brill
(1995).

The task at hand reminds somewhat of letter-
to-sound (LTS) conversion, to which TBL also
has been applied (Bouma, 2000). Abstractly, both
problems concern transforming one string repre-
sentation of language into another.One major dif-
ference is that LTS aims at lexical pronunciation:
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der igen er i midten
phonemic: deːʔr_iˈgɛn ɛr_iːʔ ˈmetən
phonetic: daɪˈgɛn ˈaɪ ˈmedn̩

Figure 1: DanPASS phonemic and phonetic tiers
for der igen er i midten ’that again is in the middle’

it usually has a well-defined target. Phonetic re-
alizations, by contrast, have several influencing
factors but few truly functional dependencies. In
this paper we will pay more attention to the rules
themselves extracted than how close to the (partly
arbitrary) target they will take us.

The present study
On transcriptions
Although historically much used, the method of
taking transcriptions as point of departure for
phonetic conclusions is not without its problems.
Transcriptions imply a simplistic and much re-
duced ’beads-on-a-string’ view on speech, often
with weak support in data which have not been fil-
tered through the perception of a native speaker.
In the words of Grønnum (2009), “phonetic no-
tation, specically of the rather narrow kind, and
prosodic labeling are both impressionistic exer-
cises”. For the purposes of this paper, however,
we will accept this armchair view.

The DanPASS corpus
Our data is certainly not armchair; it was taken
from the DanPASS corpus1 (Danish Phoneti-
cally Annotated Spontaneous Speech) (Grønnum,
2009). In total, the corpus comprises about 10
hours (73kW) of annotated high-quality record-
ings of connected speech produced by 27 speak-
ers, distributed among several tasks in non-
scripted monologue and dialogue. DanPASS ad-
dresses no particular research need specifically,
but is generally well suited for studying phe-
nomena associated with connected, spontaneous
speech. With the exception of a small fraction of
non-spontaneous speech (elicited word lists), we
used all of it.

The phonemic transcription in DanPASS is
based on the analysis of Grønnum (2005) men-
tioned above. The annotations of DanPASS are
available as Praat tiers. The ones of concern here
are the the phonemic notation and and the semi-
narrow phonetic notation. Figure 1 shows a small
corpus sample for these.

1http://danpass.dk

Experimental setup
We employed the µ-TBL system (Lager, 1999),
with the semi-narrow transcription tier taken as
truth and the phonemic tier as the initial current
corpus. TBL requires that the current corpus
and the truth are containers of the same shape,
which in the present case requires alignment of
the transcriptions; for this task, we used the sound
class alignment method proposed by List (2010).2
Since our interest lies in rules which apply with
few or no exceptions, all rules were required have
a minimum accuracy of 0.95.

The problem encoding required more consid-
eration. Rules should of course be conditioned
on the immediate phonetic context. Importantly,
however, the learner should also be capable of at
least simple generalizations: if rule R applies in
phonetic environment A, and phonetic environ-
ment B is “similar” to A, then maybe R applies
in B as well? One way to operationalize the no-
tion of similarity is to partition the phoneme set
into predefined sound classes; another is to allow
subphonemic descriptions. On a closer look, these
are actually not very different: they both define
characteristic functions and allow a rule learner to
construct predicates on a given environment.

In the experiments described below, the sound
classes follow a suggestion by Dolgopolsky, as
adapted and extended by List (2010). In princi-
ple, the entire IPA space is partitioned into the
classes in Table 1. The subphonemic description
of a phoneme is simply its associated features in
the traditional sense, treated as sets. A sample of
the corpus thus encoded (which also exemplifies
the alignment) is given in Table 2.3

The TBL templates chosen to operate on these
features are given in condensed form below. An
additional constraint was that an elided segment
would not be subject to further changes.

Change segment A to segment B when …

• …(left/right) (segment/segment class) is X;

• …left (segment/segment class) is X and
right (segment/segment class) is Y;

• …(left/right) (segment/segment class) is X
and the next neighbour (segment/segment
class) is Y;

• …(left/right) segment has feature F;
2http://lingulist.de/lingpy/
3It is worth noting thatµ-TBL permits Prolog code as part

of the template specifications, thus forming a little embedded
language. Whether the class and phonetic features of Table 2
were prespecified or calculated dynamically only influences
running time and memory use, not semantics. This is very
useful in interactive experimentation.
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Table 1: Dolgopolsky sound classes for phonolog-
ical rules, as adapted by List (2010)
Code Segment Example
P labial obstruents p,b,f
T dental obstruents d,t,θ,ð
S sibilants s,z,ʃ,ʒ
K velar obstr.; dent. & alv. affricates k,g,ʦ,ʧ
M labial nasal m
N remaining nasals n,ɲ,ŋ
R liquids r,l
W voiced labial fric.; init. rd. vowels v,u
J palatal approximant j
H laryngeals and initial velar nasal h,ɦ,ŋ
A all vowels a,e,i

• …current segment shares feature F with
(left/right/left and right) segment.

Results and discussion
From a trainingmaterial of 210,000 phonemes and
at score threshold of 10, the system learned 446
rules in about six hours. On unseen test data,
the learned rules took the correspondence between
truth and hypothesis from 41.2% to 73.2%. Nei-
ther of these numbers is very informative: the
TBL evaluation function assumes a unique notion
of truth, but for a given phonemic representation,
there are many acceptable phonetic realizations.
Even more ambiguously, for two given strings,
one phonemic and one phonetic, there are many
reasonable rule sequences that transforms the first
into the second.

Indeed, quantitative evaluation of the learned
rules is a challenge. One possibility is to arrange
perception tests on the naturalness of the gener-
ated pronunciations; but this says nothing about
the phonological validity of individual rules. For
this paper, we opted for a less formal, manual
evaluation. For coverage, we contented ourselves
with noting that at a glance, the rule list appears to
contain the majority of allophonic alternations in
Danish. For rule accuracy, the main interest here,
we took the first 108 rules (those with score > 100)
and classified them as follows (ordered according
to our intuitive idea of rule “quality”):

1. (3) False in Danish, unexplainable in data

2. (27) False in Danish, attributable to data

3. (74) Largely in agreement with current de-
scriptions of Danish:

(a) (49) inaccurate, could be more refined

Table 2: The DanPASS sample of Figure 1, where
phonemes are encoded with their identity (phm),
class (cls), and features. Implicit time axis runs
from top to bottom. The two left columns also
show the resulting alignment of the phonetic (pht)
and phonemic transcription.
Pht Phm Cls Features
d d T [’voiced’, ’alveolar’, ’plosive’]
aɪ eːʔ A [’length-mark’, ’plosive’, ’glottal’,

’front’, ’unrounded’, ’close-mid’]
- r R [’voiced’, ’alveolar’, ’trill’]
- i A [’front’, ’close’, ’unrounded’]
g g K [’voiced’, ’velar’, ’plosive’]
ɛ ɛ A [’front’, ’open-mid’, ’unrounded’]
n n N [’alveolar’, ’nasal’]
aɪ ɛ A [’front’, ’open-mid’, ’unrounded’]
- r R [’voiced’, ’alveolar’, ’trill’]
- iːʔ A [’length-mark’, ’plosive’, ’glottal’,

’unrounded’, ’front’, ’close’]
m m M [’nasal’, ’bilabial’]
e e A [’front’, ’unrounded’, ’close-mid’]
d t T [’voiceless’, ’alveolar’, ’plosive’]
- ə A [’schwa’]
n̩ n N [’alveolar’, ’nasal’]

(b) (15) true, satisfyingly general
(c) (10) true, interdependent with other

rule/s found

4. (4) Interesting: not in agreement with cur-
rent descriptions but possibly a new phono-
logical development in progress

Table 3 gives a few induced rules, chosen for
illustration of the categories listed. In the follow-
ing comments, “C#m” refers to the categories in
the list above and “R#n” to the leftmost column of
Table 3 (i.e., the position of the rule in the learned
sequence).

Three of the learned rules make no sense, nei-
ther for Danish in general nor for DanPASS (C#1,
R#93). These are as far as we can tell artefacts of
the combined tokenization–alignment process.

More interestingly, several rules are found
which are false for Danish but can be said to be
true for the data (C#2). Such rules can be at-
tributed to reductions which are uncommon in
types but common in tokens (occurring, say, in a
few, high-frequent function words). For instance,
R#14 emanates from the modal verb /skal/ skal
’shall, must’. Usually, this is reduced to [sga].

The majority of the rules (C#3) can be de-
scribed as reasonable, but not very interesting
(outside verifying the validity of the procedure).
Many of them are overly specific and would gain
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Table 3: Some induced rules, in µ-TBL syntax.
For instance, pht:A>B ← class:'C'@[-1] & fea-
ture:'F'@[1] means that A transforms to B when
the previous segment ([-1]) belongs to class C (Ta-
ble 1) and the following ([1]) has feature F

# Score Rule
1 11437 pht:r>∅ ← class:'A'@[-1]
5 1569 pht:ə>∅ ← class:'N'@[1]
14 752 pht:l>∅ ← phm:a@[-1] &

phm:k@[-2]
18 605 pht:ə>ɐ ← class:'K'@[-1] &

phm:r@[1]
20 561 pht:g>∅ ← phm:ə@[1]
24 458 pht:k>ɣ ← phm:ə@[1] &

phm:r@[2]
29 384 pht:ə>ɐ ← class:'W'@[-1] &

class:'R'@[1]
74 143 pht:ʁʔ>ʔ← feat:open@[-1]
93 112 pht:ɒʔ>ɔʔ← feat:approxim@[1]

from generalization (C#3a, Rs#18,29). However,
some generalizations (C#3b, R#74) are indeed
discovered. As is typical to phonology, many
rules have a feeding order and can only be eval-
uated in conjunction with other rules found. In
most cases the system finds such interdependent
rules (but does not connect them) (C#3c, R#5).

Finally, some genuinely interesting rules are
also discovered (C#4) that might for instance
indicate ongoing phonological change. Thus,
Rs#24,1,20) suggest progressive consonant leni-
tion or elision, postvocalic or pre-schwa.

Conclusion
This paper presents an attempt to extract pho-
netic realization rules from transcribed sponta-
neous speech, by conditioning on local phone-
mic context only. Of course, we recognize that
this is insufficient for real-world data, where pho-
netic variation can only partly be described by
phonology. Other extra-phonological (informa-
tion structure, word frequency, etc) and extra-
linguistic (speaker style, speaker mood, speech
rate, acoustic environment, etc) factors are equally
important. We also recognize the difficulties in
evaluation, and the more general problems associ-
ated with doing phonetics on transcriptions. Nev-
ertheless, for a first attempt, we find the results
interesting, at least enough to pursue further.

One obvious source of potential improvement
is additional features describing the phonetic and
linguistic environment. Some of the relevant lin-
guistic factors are readily available for featuriza-
tion. DanPASS already has annotations of ba-

sic information structure and part-of-speech. At
present, syllable boundaries are not part of the
DanPASS phonemic annotation tier, but the sec-
ond author is currently preparing their inclusion.

As mentioned, some inappropriate rules can
be attributed to reductions appearing in a few,
high-frequent words. Clearly, 10000 occurrences
of a certain reduction in a single, high-frequent
word carry much less phonological evidence than
100 occurrences in each of 100 different words.
This observation could be exploited; e.g, by
binning phonetic environments into lexical con-
texts and weighting those contexts sublinearly
(e.g., logarithmically), much as sublinear term
frequency scaling is used in information retrieval.

A more general problem is that of undiscov-
ered rule generalizations. Although the current
system can examine phonetic features of its sur-
roundings, the rules work at phoneme level only.
A more fine-grained representation might be ben-
eficial, where rules are allowed to add or remove
individual phonetic features. This would allow
generalizations such as ”add voice to voiceless
stop between two vowels”. Again, however, the
more fine-grained the representation, the more
fragile the beads-on-a-string assumption, and the
higher the number of competing notions of truth.

Adding expressivity to the horizontal rather
than the vertical direction, one might let the sys-
tem simultaneously replace more than one seg-
ment. This is not very interesting for general TBL,
as it comes with the cost of a much expanded
search space and buys little or nothing in perfor-
mance. However, in the present task the alphabet
is small and the rules are the target, and it might
be worth the effort.
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Abstract 
In the current work, instantaneous adaptation in speech recognition is performed 
by estimating speaker properties, which modify the original trained acoustic 
models. We introduce a new property, the size of the model space, which is 
included to the previously used features, VTLN and spectral slope. These are 
jointly estimated for each test utterance. The new feature has shown to be effective 
for recognition of children’s speech using adult-trained models in TIDIGITS. 
Adding the feature lowered the error rate by around 10% relative. The overall 
combination of VTLN, spectral slope and model space scaling represents a 
substantial 31% relative reduction compared with single VTLN. There was no 
improvement among adult speakers in TIDIGITS and in TIMIT. Improvement for 
this speaker category is expected when the training and test sets are recorded in 
different conditions, such as read and spontaneous speech. 

 
Introduction 
In this paper, initial work is presented on 
including a new speaker property for speaker 
adaptation. This property is the size of the 
space spanned by the set of trained models. It 
is well known that this type of acoustic 
property is closely related to articulation 
clarity, speech rate, and to difference between 
speech styles, such as read and spontaneous 
speech (e.g. Lindblom, 1963, Nord, 1986). 
There are also indications that the reduced 
spectral space of spontaneous speech in 
comparison with read speech is a major cause 
of the decrease of recognition accuracy in 
spontaneous speech (Nakamura, Iwano and 
Furui, 2008). These findings support the 
hypothesis that adaptation to this property 
would improve recognition performance in 
these types of mismatch. 

In previous work, we have used vocal tract 
length and spectral slope for instantaneous 
speaker adaptation (Blomberg & Elenius, 
2008, 2009). In the current paper, model space 
scaling is jointly estimated with these 
properties 

Model space scaling 
We apply the procedure, in a framework where 
the speaker properties are estimated by 
maximizing the likelihood output of the 
recognizer on the test utterance. In this search, 
the property values are implemented by 
property-specific transformations on the 

trained models and a recognition procedure is 
performed for each examined value. An 
alternative to transforming the models would 
be to perform the inverse transformation on the 
test utterance. We have chosen to operate on 
the models, since this facilitates phoneme-
specific transformation. 

The transformation implements a simple 
radial movement of the mean vector of each 
mixture component in a set of continuous-
density HMMs towards/away-from a center-
of-gravity point which is common to all 
models in the set. The new position of a 
component is derived by scaling its distance to 
the center-of-gravity by a scaling factor.   

For a model space scaling factor α, 0 < α, 
the scaled mean feature vector of a mixture 
component will be 

 
=−+= )(~

HijkHijk CGCG μαμ  

Hijk CGu )1( αα −+=  ,                 (1)   
 

where uijk is the average feature vector of 
mixture component number k in state number j 
of model number i and CGH is the center-of-
gravity of the model set H. A scale factor value 
0 < α < 1 corresponds to a compression of the 
model space. α > 1 corresponds to an 
expansion. This linear equation is basically the 
same as one which was used to map formant 
frequencies of short vowels in mono-syllabic 
words to those spoken in sentences 
(Stålhammar, Karlsson and Fant, 1973).  
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It should be noted that linear scaling in the 
spectral or cepstral domains will not give the 
same result as in the formant frequency 
domain. Furthermore, studies have mainly 
been performed on vowels and the function  
for consonants is not as well known. For these 
reasons, it is uncertain if the simple linear 
interpolation formula in Eq. (1) will model the 
actual relations accurately enough to improve 
recognition performance. 

It is possible to scale the static and the time 
differential elements differently. Even if both 
categories may be important for scaling, it is 
quite likely that the best scale factor value 
differs between them. It may therefore be 
necessary to estimate separate values for these 
feature categories. 

The speech rate affects both static and 
dynamic features and is consequently expected 
to have impact on the model space. For this 
reason, it may be of interest to use speech 
corpora with mismatch in this respect for 
experiments. Children’s speech has been found 
to be generally slower compared with adults 
(Lee, Potamianos and Narayanan,  1999) and is 
therefore a good candidate for evaluation. It 
would also be interesting to study read vs. 
spontaneous speech. This is planned for future 
work. 

Three variance scaling functions have been 
considered. These are: (i) no change, (ii) the 
same scale factor as for the mean values and 
(iii) squared mean scale factor. In preliminary 
experiments, the best performance was 
achieved when the variance was not changed. 
This was used for the subsequent experiments 
in the paper. Further studies are required for a 
more decisive conclusion.  

Experiments 
In the experiments performed, model space 
size is evaluated in combination with 
frequency warping (Vocal Tract Length 
Normalization, VTLN) (Lee and Rose, 1996) 
and spectral slope. A low number of values of 
each property are examined in all 
combinations with the other properties. In 
these preliminary experiments, the model 
space scaling factors were tentatively set to 8 
values from 0.8 through 1.5 with a linear step 
of 0.1. The frequency warping factor was 
quantized into 16 log-spaced values between 
0.8 and 1.7 in TIDIGITS and between 0.79 and 
1.24 in TIMIT. Spectral slope was 

implemented by two parameters, a spectral real 
pole and a spectral real zero. The pole and zero 
cut-off frequencies were varied in 8 
logarithmically spaced steps between 100 and 
4000 Hz (Blomberg and Elenius, 2009).  

Corpora 
Two American-English corpora, TIDIGITS 
and TIMIT, were chosen for initial evaluation. 
TIDIGITS consists of digit strings spoken by 
adults and children of both genders. The adult 
test set consists of 28583 digits.  The adult 
male, the adult female and the children’s test 
sets contain 14159, 14424, and 12637 digits, 
respectively. Models were trained on two sets: 
the adult (male + female) and the adult male 
training speakers. Evaluation was performed 
for the separate adult, male, female and 
children’s test sets.  

TIMIT contains read sentences of 630 adult 
speakers. The training set consists of 4620 
utterances spoken by 462 subjects. The full test 
set of 1344 sentences from 168 speakers was 
used for evaluation. 

System 
The TIDIGITS experiments were performed 
using a connected-digit recognition system 
with triphone HMMs implemented in HTK. In 
TIMIT, monophones and a phoneme pair 
grammar (equal probabilities) were used.  

In both cases, the acoustic models had 3 
states with GMMs consisting of 32 mixture 
components and diagonal covariance matrices. 
Models were trained with a 57-dimensional 
acoustic feature vector, composed by 18 
MFCCs and normalized log energy and their 
velocity and acceleration coefficients. Feature 
extraction was performed at a frame rate of 
100 Hz with a 25 ms Hamming window and a 
mel-scaled filterbank of 38 filters in the range 
corresponding to 0 to 7.6 kHz.  

Frequency warping was implemented as a 
piece-wise linear function using a linear 
transformation of models in the cepstral 
domain and truncation from 18 cepstral 
coefficients to 12 after transformation as in 
(Blomberg and Elenius, 2008). A standard  39-
element feature vector was, thus, used in the 
decoder. 

To reduce the computational load of 
searching the very large space of speaker 
property values, the estimation was performed 
by a tree-based joint search algorithm 
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(Blomberg & Elenius, 2009). In this procedure, 
an iterative recognition search starts at the root 
of the tree, which contains broad models 
representing all allowed values of the speaker 
properties. Child node models each represent a 
subset of the mother node property values. The 
maximum scoring child node for the test 
utterance is selected for further search until a 
leaf node is reached, whose corresponding 
models represent a single value of each 
property. 

In the absence of separate development 
data, the insertion likelihood (“penalty”) was 
adjusted to minimize the error rate on the 
baseline case of adult test data using the 
original adult model.  

Results and Discussion 
Results on TIDIGITS for varying sets of 
speaker properties and combinations of 
training and test speaker categories are 
presented in Table 1. Adding model space size 
adaptation to VTLN and spectral slope reduces 
the error rate by around 10% relative for 
children using adult or male models. The 
improvement when including this property 
indicates that there is a systematic difference 
between adult and child speech in the size of 
their spectral space and that the proposed 
technique can compensate for this. The 
spectral space difference agrees with (Lee, 
Potamianos and Narayanan, 1999).  

There is no such error reduction visible 
between any of the adult speaker categories. A 
possible interpretation is that there is no space 
size mismatch between the two categories 
male and female speakers. Even though there 
may be differences between individual adult 

speakers in this respect, this variability is 
already included in the training data.  

In order to have an indication of which 
elements of the acoustic feature vector that are 
mainly involved in the improvement with 
model space size adaptation, we ran two new 
experiments for children’s speech against male 
adult models. The experiments differed from 
the previous ones in that only the static or the 
time differential elements were adapted. The 
results are presented in Table 2. 

When model space size was performed only 
on the static elements of the feature vector, the 
error rate was not reduced compared with no 
size adaptation. When instead adapting only 
the time differential elements, the error rate 
decreased compared with adapting both static 
and dynamic elements. These results show 
clearly that it was the dynamic properties, 
which reduced the error rate by this kind of 
adaptation.  

Even lower error rate was achieved by 
another selection criterion in the hierarchical 
search tree. When the model with the highest 
likelihood along the search path was chosen, 
the error rate was lowered further to 2.09%.  

The distribution of the estimated size scale 
factor in the adult-male/child case and when 
only the time differential feature elements are 
adapted is displayed in Figure 1. For a majority 
of the utterances, the model space is 
compressed. Evidently, children’s speech has 
in general slower and smoother transitions than 
that of adult males. This is in agreement with 
previous findings that children’s speech is 
slower than that of adults (Lee, Potamianos 
and Narayanan, 1999). It is also obvious that 
the minimum allowed factor value has been set 
too high. Still better results are expected when 
this will be corrected in further experiments.  

 

Table 1. WER for adaptation to different sets of speaker properties in TIDIGITS. Model space scaling 
is denoted “Size”. 

Train set Adult Adult Adult Adult Male Male Male Male 
Test set Adult Male Female Child Adult Male Female Child 
Original  0.55 0.76 0.35 3.17 6.44 0.58 12.19 46.73 
Size 0.55 0.76 0.35 2.99 5.84 0.56 11.02 44.76 
Slope 0.53 0.73 0.33 2.95 5.51 0.58 10.41 42.41 
VTLN 0.54 0.73 0.35 1.23 0.64 0.52 0.76 3.56 
Slope+Size  0.52 0.73 0.33 2.65 5.00 0.57 9.35 40.11 
VTLN+Size 0.54 0.72 0.35 1.20 0.64 0.54 0.74 3.36 
VTLN+Slope 0.55 0.74 0.36 1.07 0.62 0.52 0.66 2.83 
VTLN+Slope+Size 0.54 0.74 0.35 0.96 0.63 0.54 0.71 2.58 
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Table 2. Word error rate with size estimation 
of different parts of the acoustic feature vector. 
Training and test speakers were male adults 
and children, respectively. 

No size adaptation 2.83 
All features adapted 2.58 
Only static features adapted 2.85 
Only Delta+Accel. features adapted 2.46 
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Figure 1. Histogram of number of utterances 
with estimated model space scale factor for 
time-differential acoustic features in children’s 
speech using male adult models. 

 
A few experiments have been performed on 

TIMIT. Due to computational load 
considerations, spectral slope was excluded 
from adaptation. The results are shown in 
Table 3. 

Table 3. TIMIT results (Phoneme Error Rate). 
Both static and dynamic features are adapted. 

Baseline VTLN    VTLN+Size
37.03     36.66 36.64 

 
In the adult/adult condition of TIMIT, there 

is a small improvement from VTLN but no 
further improvement from model space 
scaling, similarly to TIDIGITS. We tried 
scaling only static or differential features as 
well as estimating different scale factors for 
the two feature groups. These settings had only 
marginal influence on the result. A likely 
explanation to the lack of improvement in 
TIMIT is that there is no speaker mismatch 
between training and test speakers in the model 
space size respect. 

Conclusions 
Speaker adaptation by adjustment of model set  
size is efficient for the recognition of 
children’s speech using adult or male adult 

models. Adding model space size to vocal tract 
length and spectral slope in a joint estimation 
framework lowered the word error rate by 10% 
and 9% relative, respectively, for the two 
training speaker categories. When also 
excluding static features from adaptation, the 
error rate using male adult models was further 
decreased by 5% relative. This overall 
combination of VTLN, spectral slope and 
model space scaling represents a substantial 
31% relative reduction compared with single 
VTLN.  

The method needs to be further developed 
for better scaling of the static features. For 
vowels, scaling in the formant frequency 
domain would be a natural choice, but the 
theoretical advantage is reduced by the  
unavoidable formant tracking errors.  

Still another possibility would be to allow 
time varying model space size, as has been 
done for VTLN (Elenius and Blomberg, 2010).  

Further experiments include testing on 
corpora with speech style mismatch between 
training and test, such as between read and 
spontaneous speech.  
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Abstract 
This paper reports results on verbal behavior in a live natural language call routing speech 
application. Differences between male and female callers in terms of verbosity are investigated, and 
put in relation to three variations of the system prompts. Findings show that in this particular 
application female callers are more verbose than male callers for open style prompts, while there is 
no difference for a directed style prompt. 
 

Introduction 
Almost all organisations and companies that 
handle large volumes of incoming telephony 
contacts from customers and end users have a 
need for some kind of call routing, that is, some 
means of assuring that calls reach their proper 
destinations promptly and with a high degree of 
service. As businesses and organisations grow in 
complexity, call routing has become a common 
application of speech technology. In many 
cases, such applications ask so-called open-
ended questions, using natural language 
understanding technologies to allow callers to 
speak freely to describe their reason-for-calls.  

This paper reports on findings in behavioural 
differences between genders in one such system, 
handling incoming calls to a major Swedish 
retail company. 

Background 
The study of open-ended call routing 
applications, oftentimes referred to as How May 
I Help You-systems, or HMIHYs, started with 
Gorin et al. (1997). They investigated data-
driven methods for the development of such 
systems, and to date similar methods remain 
dominant, though in different flavours and with 
different means of representing meaning 
(cf. Kituno et al., 2003; Huang & Cox, 2006; 
Boye & Wirén, 2007; Lee et al., 2000, for a 
general discussion). 

Behavioral aspects in call routing have been 
investigated since the late 1990s. For example, 
McInnes et al. (1999) found that using more 
‘open’ style questions when prompting the caller 
for input elicited longer responses than when 

using a more direct, or ‘closed’ prompt style. 
Sheeder & Balogh (2003) investigated the 
impact on responses when the system presented 
examples of typical user responses before 
prompting the caller to speak, showing that 
examples increased routing precision in the 
application. Williams & Witt (2004) explored 
prompting strategies in relation to the domain of 
the application. They found that in a domain 
where callers had clear expectations on the 
structure of the task, open style prompting was 
more successful than in a domain where caller 
expectations were more vague. Eklund & Wirén 
(2010) investigated prompt style and its effects 
on the presence of filled pauses in user 
responses. They found that prompt style greatly 
influenced callers’ verbosity in that open style 
prompts elicited longer answers.  

None of these studies focused on caller 
characteristics such as gender, despite the fact 
that gender has most likely played a central role 
in human history. Detailed caller characteristics 
may often be inaccessible for analysis, but 
gender stands out in that it can usually be 
determined from just listening to recordings, 
with at least some degree of certainty.  

The exact role, function and status the genders 
have been “given” has varied a lot throughout 
history, and recent Western political debate has 
highlighted gender aspects. 

Method 
The data we present in this study were collected 
from live callers using a prototype call routing 
application. The prototype application was 
designed solely for the purpose of data 
collection. It did not employ any real routing 
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logic, but posed as a live application in order to 
elicit genuine responses from callers.  

The application was deployed and integrated 
with the main call center of a major Swedish 
retail company. Hence, all data are collected 
from real-world customers, calling in with real 
reason-for-calls. The original goal of this setup 
was to analyze and assess the viability of a full-
functionality call routing application. The data 
utilized here is a subset of the original data set. 

The prototype application, having no internal 
logic, presented each caller with two prompts; 
first an initial main prompt, and then one 
follow-up prompt.  

For the main prompt, there were three 
alternative prompt wordings, or prompt styles, 
as follows: 
 

Open question prompt: 
“How may we help you?” 
(“Vad kan vi hjälpa dig med”) 

 

Basic question prompt: 
“What is the reason for your call?” 
(“Vad gäller ditt ärende?”) 

 

Keyword prompt: 
“Please state, with a word or two, the reason 
for your call!” 
(“Säg med ett eller två ord vad ditt ärende gäller”) 

 
The intention was to achieve variation in prompt 
style in terms of open-endedness. In any given 
call, the prompt was selected pseudo-randomly, 
even though the distribution is not equal – the 
basic question prompt was played in 50% of the 
calls, the other two in 25% each.  

Follow-up prompts were also varied in a 
corresponding fashion, independently of the 
main prompts. However, effects of this variation 
are not detailed in this study. 

The recorded utterances were transcribed and 
annotated according to the following 
classifications: 
 

Gender – male or female. This was judged 
according to the annotators’ perception only.  

 

Number of words. The number of full lexical 
items uttered, not non-verbal sounds, etc. 

 

Informativeness. Informative or non-informative. 
Whether the utterance contained any 
information pertaining to the subject matter 
of the call.  

 

Finite verb. If there were was one (or more) 
finite verb uttered in the utterance. 

In total, 856 calls, from 363 and 493 male and 
female callers, respectively, were transcribed 
and annotated. 
 

Results 
Table 1 shows the average number of words 
spoken in utterance 1 and utterance 2 for male 
and female callers, respectively. Note that no 
differentiation is made for prompt style.  

Table 1. Average number of spoken words per 
utterance 

Gender  Utt 1 Utt 2 

Male  1.66 1.72 
Female  2.52 2.26 
 
As can be seen, females utter more words in 
both the first utterance (p = 0.000074, t-test, 
two-tailed) and in the second utterance 
(p = 0.0066, t-test, two-tailed). 

Investigating whether this difference holds for 
all prompt styles, Table 2 shows the average 
number of words for utterance 1, as a function 
of prompt style. 

Table 2. Average number of spoken words in the 
first utterance, for each prompt style 

Gender Open Basic Keyw. 

Male 2.03 1.65 1.29 
Female 3.51 2.71 1.36 
 
As is seen here, female callers utter more words 
than male callers in response to both the open 
prompt (p = 0.0029, t-test, two-tailed) and the 
direct prompt (p = 0.00096, t-test, two-tailed). 
However, for the keyword prompt, the 
difference is not significant (p = 0.64, t-test, 
two-tailed). This suggests that prompt style 
influences male and female callers’ verbal 
behaviour to different degrees.  

To investigate the nature of these differences 
further, the presence of finite verbs in responses 
was investigated (see Eklund & Wirén, 2010). 
The assumption was that finite verbs would be 
an indicator of more conversational responses. 
The results are shown in Table 3. 

Table 3. Proportion of utterances containing a 
finite verb, per utterance 

Gender  Utt 1 Utt 2 

Male  12.9% 11.8% 
Female  20.5% 15.4% 
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As is seen, females are more likely to include a 
finite verb form than are males (p = 0.0053, 
Z-test, two-tailed). There is a similar tendency 
for the second utterance, but the difference is not 
significant (p = 0.16, Z-test, two-tailed).   

In Table 4 it can be seen that female callers 
produce more utterances that contain at least one 
finite verb than male callers do for the open 
prompt (p = 0.016, Z-test, two-tailed) as well as 
for the basic prompt (p = 0.023, Z-test, two-
tailed). For the keyword prompt, there is no 
significant difference.  

Table 4. Proportion of utterances containing a 
finite verb, per utterance 

Gender Open Basic Keyw. 

Male 14.1% 13.7% 9.0% 
Female 28.8% 23.1% 9.7% 
 
Still, as seen in Table 5 below, there are no 
significant differences in terms of informative 
utterances between males or females, for any of 
the three prompt styles. 

Table 5. Proportion of utterances rated as 
informative  

Gender Open Basic Keyw. 

Male 87.7% 87.9% 87.2% 
Female 88.2% 87.3% 84.2% 
 

Discussion and future work 
In short, the main finding here is that in this 
particular application, female and male callers 
respond differently to prompts that are more 
conversational in style. The female callers’ 
responses are more verbose, and contain more 
finite verbs. These differences occur when the 
system uses a prompt style that to a higher 
degree encourages such behaviour, whereas for 
the keyword prompt, there are no significant 
differences between male and female callers. It 
would seem that in this particular case, female 
callers are more influenced by, or receptive to, 
the “speech style” of the system. 

Looking for an explanation for the observed 
differences, the most obvious one would perhaps 
be that women just “speak more than men”, 
which is also a claim that is often encountered. 
The origin of this claim is most likely Louann 
Brizendine’s (2006) bestseller The Female Brain 
where it was claimed that women, on average, 
use 20,000 words per day, whereas men use 

only 7,000 words, a claim that received a lot of 
attention. However, closer scrutiny revealed that 
these figures had no scientific ground, and 
several subsequent, quantitative, studies either 
found no differences between men and women 
as to verbosity (Mehl et al., 2007; Cameron, 
2007; Liberman, 2006), or even found that men 
are in fact more verbose than women (Leaper & 
Ayres, 2007).  

However, several studies do point to gender 
differences in both cognitive abilities in general 
(Halpern & Tan, 2001; Mann et al., 1990) and in 
linguistic style/behaviour (e.g. Leaper & Ayres, 
2007; Haas, 1979; Crosby & Nyquist, 1977).  

While the reported general trend is that men, 
as a group, have superior spatial ability (Kimura, 
1996), women, as a group, tend to exhibit 
superior verbal fluency (Halpern & Tan, 2001; 
Mann et al., 2001). One possible explanation for 
this that has been offered is that females have a 
thicker corpus callosum than men (De Lacoste-
Utamsing & Holloway, 1982) which could 
perhaps also explain the often reported claim 
that women have less lateralized hemispheres 
for several cognitive functions, including 
language processing (Shaywitz et al., 1995).  

However, although several studies point to 
neurological gender differences (which would 
also explain gender differences concerning e.g. 
dyslexia etc.), there are also several studies that 
have found no significant differences between 
the sexes (Brouwer, Gerritsen & De Haan, 2007; 
Sommer et al., 2004; Hyde, 1981). For reviews, 
see Cahill (2006) and Frost et al. (1999).  

Another important factor that needs to be 
mentioned is the voice (gender) of the system, 
which in this case was male. One can speculate 
that females perceive this as more authoritative, 
leading them to speak more in the style of the 
prompts they respond to. It would be a natural 
extension of this study to also control for the 
variation of the gender of the system (see Nass 
& Brave, 2005).  

These factors aside, considering other possible 
explanations for these behavioural differences, 
one possibility could be to consider how callers 
perceive the system. It may be argued that 
female callers, to a higher degree than male 
callers, view the system as a conversational 
partner with capabilities similar to a human. 
Male callers, on the other hand, would then 
perceive the system more as just another user 
interface. This is consistent with Edlund et al. 
(2008), who propose that users’ conceptions of 
spoken dialog systems, and their interactional 
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style, can be explained in terms of what type of 
metaphor they use to conceive the system.  

Finally, we can conclude that we have 
observed significant differences between the 
genders in the interaction with this particular 
human–machine dialog system. Whether or not 
this result is a fluke, or has an underlying basis 
in how the genders interact with systems needs 
to be investigated in future research. 

However, irrespective of the underlying 
reasons for potential language use differences 
between the genders, the observed difference 
could (perhaps) conceivably constitute a 
parameter to consider when designing HMIHY 
systems with a clear gender bias in user profiles. 
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Abstract 
As global migration affects Sweden in a similar way as many other countries, this 
contribution aims to trigger the discussion about how teaching of pronunciation 
for this group of students might be developed in consideration to new foreign 
accents in Swedish.  

A new project is presented which aims to expand and update the course 
material for the education of future teachers in Swedish as a foreign language. Due 
to the new patterns of global migration in the last decades, the valuable material 
that exists so far needs to be expanded and needs therefore the addition of further 
language analyses and descriptions.  
 

Introduction 
New patterns in global migration affects Sweden 
in a similar way as many other countries 
concerning the education in second language 
learning. According to national statistics from 
2010, 15% of the population in Sweden is born 
in another country (www.scb.se). More than 
90000 persons were registered in the program 
Swedish for immigrants (SFI) during 2009. 
National statistics (www.scb.se) is available 
about the country of origin of immigrants in 
Sweden. This tells us something about the native 
languages, but gives not a clear picture about 
which type of students there are in the 
classroom. The most common first languages 
among immigrants in Sweden change over time 
and due to global migration.  New analyses of  
Swedish foreign accents need to be expanded to 
some of these languages. This is the first step in 
a new project which aims to expand and update 
the course material for the education of future 
teachers in Swedish as a foreign language. 

Everyone who has another first language 
than Swedish or speaks Swedish on a daily basis 
with one or both legal gardiens has the right to 
receive education in the subject Swedish as a 
second language, due to The Swedish national 
office of School and Education (Skolverket 
2000a, b). 

When learning a second language the 
speaker’s first language plays a role, more or 
less (e.g. Abrahamsson 2009, Engstrand 2007). 
Depending on the grammar and the phonology 
of the first language there are different 

difficulties in learning a second language. 
Teaching Swedish as a second language is not 
only about phonetic variation in Swedish which 
is not only based on dialectal diversity, but 
comprises even characteristics of foreign accents 
of those residents in Sweden, which do not have 
Swedish as their first language. Therefore, 
teachers need more information about the 
differencies between the learners first and 
second languages and what kind of 
pronunciation problems there might be 
depending on the speakers native language. 
Deviant pronunciation might depend on the 
speaker’s articulation habits as well as different 
perceptual cues between the L1 and the L2 
speakers (Flege 1995).  There is quite some 
agreement among the teachers of Swedish as a 
foreign language that intelligibility of L2-
Swedish is most difficult for the L1-speakers of 
the South East Asian languages, which mainly 
seems to be related to the lack of complex 
consonant clusters in these languages, which are 
common in Swedish. Introduction of vowels to 
overcome consonant clustering also disturbs the 
language rhythm and perturbs the prosodic 
continuity. 

Different studies show that prosodic features, 
such as intonation, stress and the quantity in 
Swedish, play an important role when learning 
to speak Swedish with a minimum of foreign 
accent (e.g. Bannert 2004, Engstrand 2007). In a  
comprehension-based learning program, 
Trofimovich et al (2009) found out that listening 
and reading English – but not speaking – as a 
second language improved the phonological 
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development and the pronounciation to the 
extend that the learners sounded just about as 
fluent to be easily understood. 

Foreign accent and attitudes 
Immigrants sometimes are judged by native 
speakers based on their foreign accent. There are 
studies indicating that pronunciation is 
important, not only for understanding, but for 
the listener’s attitude to the second language 
speakers (e.g. Boyd 2004). Torstensson (2010) 
observed that listeners made differences when 
appraising speakers based on the type of  foreign 
accented Swedish. Although his focus was on 
foreign accent in a legal setting, he also pointed 
out that people evaluate the speakers personal 
qualities depending on the foreign accent 
outside the court room.  

Teachers should be aware of these results 
when teaching Swedish as a second language 
and therefore maybe even change focus of what 
is important in Swedish pronunciation and 
prosody. Pronunciation and accent is closely 
related to the speaker’s identity and a slight 
foreign accent might be acceptable. Some types 
of foreign accents might even give a higher 
prestige to the speaker. One has therefore to ask 
whether it is desirable for the student to aim for 
the complete deletion of a foreign accent in 
Swedish. It is also important to know which 
components in the second language are more or 
less difficult to learn in order to understand how 
to teach these students. Priority must be given to 
everyday conversation in their new second 
language, for most of the students. 

Immigrant languages 
In the eighties of the last century, Bannert 
(2004, (first edition 1990)) and Garlén (1988) 
have done a good pursuit in collecting and 
describing immigrant languages and compared 
them to Swedish, partly with the implication to 
point out the potential difficulties that are likely 
to occur for the students of particular native 
languages. These studies contain descriptions of 
a varied number of languages, merely the 
phonological systems of the different languages, 
and also an analysis of observed pronunciation 
problems, based on a large amount of data 
collected from second language learners of 
Swedish. Bannert (2004) also ranks the different 
languages according to their distance in 
phonology from the Swedish language, based on 
the number of observed pronunciation errors and 

difficulties produced by the native speakers of 
the diverse languages collected in the material. 
Bannert also gives pedagogical advice on how to 
approach pronunciation difficulties. Besides the 
fact that this lecture book is out of print, the 
foreign accent analyses need to be expanded. 

Thorén (2008) focuses on prosodic features 
of Swedish, mainly quantity aspects, and on how 
to approach them pedagogically in a second 
language learning situation of Swedish, without 
specification of the learners’ first languages. 
McAllister et al. (1999) also are attracted by 
quantity aspects in Swedish and how they are 
produced and perceived by native speakers of 
English, Spanish and Estonian. However their 
work has more implication for the explanation 
of a foreign accent and does not include any 
pedagogical dimension. 

Most frequent languages in Sweden today 
The first step towards the expansion and update 
of the teaching material requires an analysis of 
which languages are more common as native 
languages among the learners of Swedish 
nowadays compared to the analyses introduced 
above (Bannert 2004, Garlén 1988). Swedish for 
immigrants (SFI) is a program for education in 
Swedish as a second language. All immigrants, 
who live in Sweden, are welcome to participate, 
irrespective their first language. The Swedish 
national office of School and Education 
(Skolverket) provides statistics about the native 
languages of the students who are enrolled in the 
program Swedish for immigrants (SFI). The 
statistics is calculated for different groups of 
learners, according to their enrollment for adult 
classes or their status in being part of the 
obligatory school education, i.e. children and 
teenagers. Table 1 gives an overview of the ten 
most frequent L1 of the adult learners who were 
registered for the years 2005-2009. It has been 
refrained from presenting all available statistics, 
as a comparison shows that there is a great 
amount of overlap between the L1s of the adult 
learners and the L1s of younger students.  

It is obvious that Arabic, regardless dialect, 
is the most common language among 
immigrants learning Swedish as a second 
language. The increase of adult students 
speaking Arabic is shown in Table 1. As seen in 
Table 1, there has been a shift in ranking among 
the most frequent languages during 2005-2009. 
Languages such as Spanish, English, Kurdish 
and Bosnian/Kroatian/Serbian were more 
frequent a few years ago in the national 
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program. Somali on the other hand has clearly 
become more frequent. Therefore, new course 
material, including updated information about 
the most frequent languages nowadays, is 
needed for the students at the universities in the 
program of “Teaching Swedish as a Foreign 
Language”. 

Table 1. L1 of the adult students registered in 
the national program for Swedish for 
immigrants (SFI) for the years 2005-2009, in 
percentage [%] (taken from www.scb.se). 

Rank Language 2009 2008 2007 2006 2005 

1 Arabic 23,9 24,8 22,9 18,1 17,2 

2 Somali 6,8 5,7 5,6 5,2 4,1 

3 Thai 6,0 6,0 5,9 6,2 6,9 

4 Polish 5,4 5,7 5,6 4,5 4,0 

5 Spanish 4,5 4,5 4,7 5,2 6,0 

6 English 4,1 3,8 3,6 4,1 5,1 

7 

Kurdish/ 
North 
Kurdish 3,6 3,9 4,5 4,7 4,7 

8 Persian 3,1 2,9 3,3 3,6 3,7 

9 

Bosnian/ 
Kroatian/    
Serbian 2,9 3,2 4,0 4,7 4,8 

10 Turkish 2,9 2,9 3,0 3,3 3,8 
 others 36,7 36,6 37,0 40,3 39,7 

 
An enquiry addressed to teachers currently 
engaged in teaching Swedish as a foreign 
language (scholarly year 2010-11) was 
undertaken, by the authors. Most of the teachers 
work in the southern part of Sweden. The 
ranking of the occurrence of the different L1s 
were assembled according to different 
components: a numbered list was provided 
where the encountered L1s could be ranked in 
the questionnaire, according to their 
apprehended frequency. Furthermore, the 
number of students was asked for representing 
the different L1s. However not all teachers filled 
in the figures so that measure could not count 
alone for the frequency of occurrence. Table 2 
shows the ranking of L1s gathered from the 
authors’ questionnaire filled in by the teachers. 
It was chosen to group together the languages 
Persian, Dari and Pashto, as some teachers did 
not made the distinction in the questionnaire, 
coherent with not making a difference between 
different Arabic or Chinese variants.  

 

 

Table 2. Most frequent languages acquired by 
the authors’ enquiry 

Rank Language 

1 Arabic 

2 Somali 

3 Bosnian/Kroatian/Serbian 

4 Albanian 

5 Chinese 

6 Turkish 

7 Kurdish 

7 Vietnamese 

9 Russian 

10 Persian/Dari/Pashto 

11 Thai 

 
When comparing Table 1 and 2 it is clear 

that there are some similarities concerning 
languages in the top of the rankings, namely 
Arabic and Somali. There is also an interesting 
difference between languages such as Thai and 
Bosnian/Kroatian/Serbian. Some languages 
occur only in one of the tables and it is unclear 
what languages ‘others’ include in Table 1. The 
differences between the two tables might be 
explained by the amount of answers, time and 
place differences.  

Further statistics about the frequency of 
occurrence of various languages in Sweden is 
also presented in Dahl (2010). His data however 
accommodates languages that are rather unlikely 
to be represented in the classrooms of learners 
of Swedish as a second language, like other 
Scandinavian languages.  

Spelling and pronunciation 
One interesting question is if the speaker’s 
pronunciation of the second language has any 
impact of the spelling in the new language. In a 
study by Andersson (1981) he argue that since 
the phonological system of the learner’s first 
language has an impact of the second language 
that might influence the spelling in Swedish. 
Andersson found that it is mostly the Swedish 
vowels å, ä, ö, the length of the consonants and 
the different spelling of sounds like [ο], [ʂ] and 

[ɕ] that gives the second language learner 
problems with their spelling in Swedish.  

Except from the study by Andersson there is 
only a few student papers about this subject 

TMH - QPSR Vol. 51

87



 

 

(Hökbring 2008, Vitikka 2009). In this ongoing 
project the relationship between spelling and 
pronunciation will be studied using recordings 
of children and papers written by the same 
children at a school in Rosengård, Malmö.  

Further analysis procedure 
Several steps have to be taken for the 
compilation of updated course material. This 
includes generation and revision of phonological 
descriptions and the making and analysis of 
recordings of Swedish speech of speakers with 
different L1s. The analysis of foreign accent 
features in Swedish due to the L1 of the speaker 
is aimed to be based on recordings of the L2-
Swedish learners. These recordings will contain 
read words and phrases and spontaneous speech, 
like the description of a picture. One extra idea 
is to let the L2-Swedish learners try to imitate 
native Swedish speech. These imitations will 
also be recorded and taken into account for 
foreign accent analysis, basically in respect to 
prosodic features. 

The phonological systems of the most 
common immigrant languages and the typical 
foreign accent features need to be made clearer, 
including more listening examples to the future 
teachers of Swedish as to what extent they were 
presented in the current material, so that they 
can help the L2-learners of Swedish to improve 
their communication skills. 
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Detecting confusable phoneme pairs for Swedish
language learners depending on their first language

G. Ananthakrishnan, Preben Wik, Olov Engwall

Centre for Speech Technology, KTH

Abstract

This paper proposes a paradigm where commonly made segmental pronunciation
errors are modeled as pair-wise confusions between two or more phonemes in the
language that is being learnt. The method uses an ensemble of support vector ma-
chine classifiers with time varying Mel frequency cepstral features to distinguish
between several pairs of phonemes. These classifiers are then applied to classify the
phonemes uttered by second language learners. Using this method, an assessment is
made regarding the typical pronunciation problems that students learning Swedish
would encounter, depending on their first language.

Introduction
Computer Assisted Pronunciation Training (CAPT)
is a fast growing and an important aspect of Com-
puter Assisted Language Learning (CALL) sys-
tems. However, problems faced by student with
different first language (L1) backgrounds are of-
ten very different. At the same time some of
the problems are common to almost all language
backgrounds. In the context of Computer As-
sisted Pronunciation Training (CAPT), this aspect
is very relevant. Bannert (1980) pointed out what
sounds and phonemes in Swedish may be confus-
ing to students depending on their L1 and found
a large variation. However, this study was made
based on expert knowledge of a trained phoneti-
cian, based on students with classical pronuncia-
tion problems. In this paper, we describe an au-
tomated method that can extract such knowledge
from data collected from several second language
(L2) students. Such explicit knowledge can be
used to increase the accuracy of detecting specific
types of pronunciation errors, as well as develop-
ing customized training methods for students with
a particular L1 background.

We follow the approach of Truong (2004)
who used a set of binary classifiers, to help clas-
sify often confused phonemes. The above study
required careful selection and construction of the
acoustic parameters in order to make reliable clas-
sifications and claimed detection accuracies of
somewhere between 70 and 90 %. They also tried
to train their classifiers on native as well as non-
native speech, and found that the performance, as
expected, was better on native speech, which in
general showed lower variance.

In our approach, we extend this methodology
to include a very large number of classifiers in or-
der to assess what kind of pronunciation errors
and confusions are most probable, given the L1
of the student. This requires a method in which
the same classification system should in princi-
ple hold for classifying several classes of pairs
of phonemes. Since different kinds of acoustic
features are useful for classifying different types
of phonemes, including static as well as dynamic
sounds, our approach requires a common plat-
form to select the suitable features automatically.
Secondly, the accuracy when classifying different
types of phonemes would also be largely differ-
ent. To side-step this problem, we do not en-
deavor to make assessments on every incorrect
utterance, but instead make a judgement on en-
tire sessions of utterances (around 80) of several
speakers (2 to 24). We compare the performance
of the classifiers on native speech (assuming the
native speech to be correct). We assess only on
those phoneme pairs, on which the classifiers re-
port significantly higher error rates for L2 learners
than on native speech, to be problematic.

Ensemble of Classifiers
The block diagram of the ensemble classification
framework we used in this study is illustrated in
Figure 1, previously described in (Picard et al.,
2010). Given the acoustic signal and the text of
what the subject is supposed to have uttered, the
acoustic signal is segmented into the sequence
of phonemes using an Hidden Markov Model
(HMM) based alignment (Sjölander and Heldner,
2004). We use the native speech for training our
models and test them on non-native speech ut-
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Figure 1: Block Diagram of our system using
an ensemble of binary classifiers, to detect spe-
cific mispronunciation errors, by finding signifi-
cant performance differences in the performance
on native speech and non-native speech.

tered by the L2 language learners. The input to
the classification framework are the acoustic seg-
ments of individual phonemes. The classifier sys-
tem consists of 4 components, described below.

Acoustic Features
In order to model static as well as transient
sounds, we used dynamic features in the form
of ime-Varying Mel Frequency Cepstral Coeffi-
cients (TV-MFCC). If A(f, t) is the time vary-
ing log spectrum of the audio signal, with F mel
frequency sub-bands and T time samples, then
Ã(p, q) are the 2D-DCT coefficients obtained by
performing DCT along the dimensions f (fre-
quency) and t (time). The dimensions p : {1 ≤
p ≤ P} and q : {1 ≤ Q} are called ‘quefrency’
and ‘meti’ respectively (Picard et al., 2010). The
duration is added at the end of the vector. Thus,
the total number of features are P ∗Q + 1.

Minimum Redundancy Maximum
Relevance
Since we use many different kinds of bi-
nary classifiers, the most relevant and opti-
mum acoustic features are not always the same.
We therefore use two feature selection algo-
rithms. Minimum Redundancy Maximum Rele-
vance (MRMR) (Peng et al., 2005) relies on esti-
mating feature redundancy (selecting features that
are dissimilar to each other) and relevance (max-
imizing the contribution of the features towards
classification) using mutual entropy, through a
greedy search. Processing time varies linearly
with the number of features to be retained. This
method reduces the search space by a large
amount, and thus the time taken for the Genetic

Algorithms (GAs) to converge.

Genetic Algorithms
In order to ensure optimal performance for the
binary classifiers, the poor set of features needs
to be discarded. Besides, the optimum param-
eters for each classifier would also be different.
We, therefore, employ an implementation of GA
(Goldberg, 1989) with a K-fold cross validation
scheme in order to select both the feature indices
and to optimize the parameters of the classifier.

Support Vector Machines
Support Vector Machine (SVM) try to find the
best possible hyper-plane separating two classes,
by maximizing the distance between the elements
of the two classes. SVMs are known to perform
well for binary classification problems even on
sparse and high dimensional data. We also use
the Gaussian kernel in order to allow non-linear
hyper-planes. The SVM models are trained on
native speech, using a K-fold cross-validation dif-
ferent folds, applying MRMR to each fold, then
applying the genetic algorithm to find the optimal
features and the classifier parameters over all the
folds. The optimum features and parameters are
then used to train the SVM binary classifiers over
each fold. The error rates over each fold is cal-
culated using the optimal set of selected features
and parameters.

Data and Experiments
The corpus consisted of 78 phonetically rich short
sentences and words uttered by 11 native Swedish
speaking subjects who recorded the utterances
reading a text displayed on the screen. This was
done using a desktop microphone and a sampling
frequency of 16 KHz. The material was used
for training 95 binary classifiers using the process
described in the above section. The non-native
speech data consisted of 2 to 24 students each
from 11 different L1 backgrounds, learning to
speak Swedish in a Swedish course. The students
used the VILLE Swedish virtual language tutor
(Wik et al., 2009; Wik and Hjalmarsson, 2009)
and produced the utterances while trying to repeat
the words or sentences uttered by the virtual tu-
tor. The data was cleaned up to remove instances
of hesitations or completely incorrect utterances
in the data. In this experiment, the native and
non-native speakers recorded the same set of ut-
terances, but in principle, they can be completely
different.
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In total, 95 pairwise classifiers under 6 cate-
gories were created. The 6 categories were

1. Plosive vs. Fricative (PF) (6 pairs)

2. Voiced vs. Unvoiced consonants (VU) (5 pairs)

3. Front vs. Back vowels (FB) (23 pairs)

4. Short vs. Long vowels (SL) (11 pairs)

5. Unrounded vs. Rounded Lips (UR) (23 pairs)

6. Open vs. Closed vowels (OC) (27 pairs)

Under each category, all possible confusable
pairs of phonemes were considered. For each
phoneme, TV-MFCCs, with the number of que-
frency coefficients P = 18, and meti coefficients
Q = 3, were extracted. The total number of
features were 55 initially, including the duration
of the phoneme. At the first stage, MRMR was
performed to select the best 20 features with re-
spect to the particular binary classification task.
Optimization was then performed using GA with
a 4-fold cross-validation, and the best features
and classifier parameters were chosen. The time
taken to build each classifiers ranged from less
than a second to 26 minutes, depending on the
number of samples available for the respective
phonemes, in a MATLABTM implementation of
the algorithms. The error rate of the classifiers
on native speech ranged from 0 to 34%, assuming
that the natives had a perfect pronunciation. The
worst performing category was the Short vs. Long
vowel category. For every L2 learner (student),
all the phoneme boundaries were extracted using
the HMM based alignment using the phonemic
transcription of what they were supposed to have
uttered. All the relevant phonemes were chosen
from the entire session of each students from a
particular L1 background and classified using the
ensemble of classifiers.

Classifiers performing with an accuracy of
around 70% on native speech would normally not
be useful for providing pronunciation feedback
on non-native speech. Therefore, we adopted a
method to side-step the problem. A binomial sig-
nificance test was conducted to see if the error rate
estimated by each classifier on the utterances by
students with a said L1 background was signif-
icantly higher than on the native speech. Thus,
even if the classifier error rate is quite high on
native speech, it could still be useful for provid-
ing suitable assessment. In this study we illustrate
only three examples per L1 background, with the
highest probability of the error rate being signifi-
cantly higher.

Results and Discussion
Table 1 displays the three most likely pairs of
Swedish phonemes that could cause confusing

pronunciations from students of each L1 back-
ground. It should be noted that this table does not
provide an exhaustive list of confusions, but only
the three phonemes pairs with largest significant
classifier error rates compared to native speech.
Again, since the sample set of students was rather
small in some cases, the examples may not be in-
dicative of the entire language group.

From a cursory glance at the Table 1, it is clear
that most of the errors are made in the Swedish
vowels. The distinction between /E/ vs. /@/ is
most confusing to students from almost all lan-
guage backgrounds. Some other recurrent con-
fusable pairs are /A:/ vs. /o:/ and /E:/ vs. /e/. Most
of the errors made on consonants were in voic-
ing. Several language groups like Polish, Greek
and Persian had significantly larger error rates
from the classifiers than native Swedish pronun-
ciation. Polish stop consonants can be hard or
soft depending on the vocalic context. This differ-
ence in pronunciation may be the source of errors
while pronouncing Swedish sounds. For Greek,
the unvoiced stop consonant disappear in the con-
text of nasal sounds. This may be the source of
errors for Greek pronunciations. The high error
rates for Persian voiced and unvoiced distinctions
are, however, puzzling. This may, however, be
due to different ranges of voicing onset for Per-
sian and Swedish stop consonants. Students with
a Spanish L1 background are known to make er-
rors when producing the sound /o:/ and /O/, which
is reflected in the confusions, /ø:/ vs. /O/ and /A:/
vs. /o:/. Some language backgrounds indicate sig-
nificantly larger classifier errors for lip rounding
distinctions, such as @→ œ: for Arabic and Polish
L1 backgrounds.

This method, thus, automatically lists prob-
lem areas for students with different L1 back-
grounds, which will help the CAPT system to
provide a customized training material accord-
ing to the apriori knowledge. The power of this
paradigm is the ability to circumvent the low ac-
curacies of certain classifiers as well as to locate
specific problems. The paradigm can be extended
to detecting specific cases of mispronunciations.
However, not all the classifiers may be accurate
enough to be used in specific detections.
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Table 1: Illustration of the three most common confusions that students with different L1 backgrounds,
learning Swedish as an L2, as estimated by our algorithm. The arrow indicates in which direction the
confusion is detected to occur.

L1 Background Error Category Confusable phonemes Examples Diff. in Error (%)
(No. of students) (IPA) between native

and non-native speech

American English (4)
VU g→ k gås→ kal 12%
OC æ: ← @ här← pojken 11%
OC o: → U hål→ bott 10%

Arabic (2)
OC E← @ rätt← pojken 18%
PF b→ v bil→ vår 16%
UR @→ œ: pojken→ för 15%

Mandarin Chinese (10)
VU g→ k gås→ kal 17%
OC A:← o: hal← hål 13%
OC æ: ← @ här← pojken 12%

French (4)
OC E→ @ rätt→ pojken 10%
UR @→ ø pojken→ föll 9%
OC O← U håll← bott 8%

German (3)
VU g→ k gås→ kal 11%
OC O→ U håll→ bott 9%
OC E:← e rätt: ← vett 8%

Greek (5)
OC E→ @ rätt→ pojken 8%
OC E← @ rätt← pojken 8%
OC O← U håll← bott 7%

Persian (24)
VU d→ t dal→ tal 14%
OC A:← o: hal← hål 11%
VU g→ k gås→ kal 11%

Polish (4)
VU g→ k gås→ kal 30%
VU d→ t dal→ tal 24%
UR @→ œ: pojken→ för 20%

Russian (7)
OC A:← o: hal← hål 11%
OC O← U håll← bott 11%
OC E← @ rätt← pojken 9%

Spanish (11)
FB ø: ← O föll: ← håll 14%
OC E← @ rätt← pojken 14%
OC A:← o: hal← hål 12%

Turkish (7)
OC A:← o: hal← hål 20%
FB œ: ← A: för← hal 10%
OC E← @ rätt← pojken 10%
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Do Germans produce and perceive the Swedish 
word accent contrast? A cross-language 
analysis 
Regina Kaiser 
Institute of Phonetics and Speech Processing, University of Munich, Germany 
 

Abstract  
The present paper presents the results of a cross-language analysis with 10 L1 
German speakers who have learned Swedish for at least 18 months. In an imitation 
and a perception experiment they had to produce and identify the Swedish word 
accents in the first post-focal position. 15 L1 Swedish speakers took part in the 
same perception experiment and also evaluated the imitations of the L1 German 
speakers. Results were analysed according to the type of the experiment and to the 
native language of the subjects. As expected the L1 German speakers could not 
identify the word accents. Surprisingly 5 of the L1 Swedish speakers were not able 
to identify them either. The imitations of the L1 German speakers were arbitrary 
and did not show a preference towards the accent I as it was assumed from a 
comparison of the tonal inventory of Standard German and Standard Swedish.  
 
Introduction & Background 
Although German and Swedish are both 
Germanic languages, they developed differently 
concerning the use of the fundamental frequency 
(F0). German as an intonation language uses 
pitch only at the utterance level. However, 
Swedish as a pitch accent language uses pitch to 
mark one of the stressed syllables of a prosodic 
word by associating this syllable with a word 
accent. A comparison of the tonal contours of 
the two Swedish word accents with the tonal 
inventory of Standard German shows that there 
is at least one contour tone that can be found in 
both languages according to the Lund model for 
Swedish (Bruce, 1977; Bruce and Gårding 1978; 
Bruce, 2005) and GToBI (German Tones and 
Break Indices, Grice and Baumann, 2002; Grice 
et al., 2005) for German. In the notation of these 
models, the two Swedish word accents are 
represented by H+L* for accent I and H*+L for 
accent II. The former is similar to the H+L* in 
GToBI in that in both cases the F0 falls from a 
peak to a valley that is in the stressed syllable: 
for this reason, the H+L* accent is sometimes 
called an early peak in other notational systems 
(e.g. Kohler, 1987). On the other hand, there is 
no direct equivalent in GToBI to the H*+L 
accent in Swedish.  

The fundamental frequency in Swedish is 
influenced not only by word accents but also on 

the position of the word accent in relation to the 
focus accent in the phrase. The focus accent 
marks the prosodic word that is prominent in the 
phrase by associating it additionally with the 
focus tone H-. All accents, focus accent as well 
as word accents, are produced with a single F0-
peak. The sole exception occurs in the first post-
focally accented word. In this position the F0-
peak of the word accent is the final part of a F0-
plateau and has no directly preceding rise. 
(Bruce, 1977) Hence, the only difference 
between the two word accents is one of timing. 
The timing contrast of the word accents can be 
observed in the first post-focal position.  

 
Figure 1. Accent I word anden (the duck) and 
accent II word anden (the spirit). The vertical 
lines mark the beginning and the end of anden in 
the sonagram. 

accent I   

accent II  
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For example, Figure 1 shows the timing 
difference of the F0-fall in the phrase Det var 
den STORA anden jag menade ('It was the the 
great duck/spirit I meant') in which stora is 
associated with the focus accent. The minimal 
pair anden ('the duck'/ 'the spirit') is in the first 
post-focal position. As it is evident from Figure 
1, the timing of the F0-fall differentiates the 
word accents (Bruce, 1977). In fact, the gradient 
of the fall has no influence on the perception of 
the word accents. 

In this study, we are interested in how L1 
German speakers, who are learning Swedish, 
produce and perceive the timing contrast of the 
word accents. Taking into account that there is 
no comparable tonal contour for accent II in 
Standard German, the following hypothesis can 
be made:  

H1:  L1 German speakers only produce accent 
I in Swedish.  

H2:  L1 German speakers cannot distinguish 
between the Swedish word accents.  

Hypothesis 1 postulates that L1 German 
speakers only produce the accent I when 
speaking Swedish. The second hypothesis is a 
further qualification of the first: according to 
H2, L1 German speakers cannot produce the 
accent II because they do not perceive any 
difference between the two word accents.  

Method 
A male L1 Standard Swedish speaker produced 
the sentence Det var den STORA anden jag 
menade, once with the accent I word anden ('the 
duck') and once with the accent II word ('the 
spirit'). In both sentences, stora was focused 
because the L1 Swedish speaker was instructed 
to produce the sentence as an answer to the 
question “Var det den lilla anden du menade?” 
('Was it the small duck/spirit you meant? '). His 
productions were manipulated with the PSOLA 
resynthesis in Praat in order to create a 10-step 
continuum with the first stimulus of the 
continuum being the non-manipulated sentence 
with the accent I word and the last stimulus a 
sentence with the accent II word. The non-
manipulated sentence with the accent II word 
was not used in the experiment, but the time of 
the occurrence of H and L in relation to the 
vowel segment was used as a reference point for 
the manipulation of this tenth stimulus.  

 
Figure 2. The schematic F0-gradients of the 
stimuli of the continuum based on the non-
manipulated accent I sentence. H1-L1 
represents an accent I fall, H10-L10 an accent II 
fall.  

The F0-fall of the word accent was shifted 
parallel in equal 10 ms steps thereby deriving 9 
further stimuli from the first original one. The 
slope of the F0-fall was constant in all cases 
(Fig. 2). 

10 L1 German speakers (5 male, 5 female; 
age from 20 to 28 years) who had learned 
Swedish for at least 18 months participated in an 
imitation experiment in which they were asked 
to imitate the first (accent I) and the last (accent 
II) stimulus of the continuum. For the 
experiment the software SpeechRecorder 
(Draxler and Jänsch, 2010) was used so that the 
subjects could read the sentence on a screen 1 s 
before they heard the production of the L1 
Swedish speaker over Beyerdynamic DT 770 
headphones. The recordings were made in a 
semi-anechoic room with a Beyerdynamic Opus 
54 microphone. Each L1 German speaker 
produced 20 sentences, 10 as imitations of the 
sentence with the accent I word and 10 with the 
accent II word in the sentence. In addition, each 
subject had to imitate anden 10 times as an 
isolated accent I word and 10 times as an 
isolated accent II word. The stimuli to be 
imitated by L1 German speakers were presented 
in randomized order.  

The 10 subjects then took part in a forced-
choice perception experiment in which they had 
to judge whether each stimulus from the 
continuum meant 'the duck' or 'the spirit'. For 
this purpose, the stimuli were presented 10 times 
(thus 100 stimuli in total) in random order. 15 
L1 Swedish speakers (3 male, 12 female; 
average age 32) also took part in the same 
forced-choice perception experiment. In 
addition, the Swedish listeners were presented 
with the German speakers' imitations and also 
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had to decide whether the imitation were 
corresponding to 'duck' or 'spirit'. The stimuli 
were presented in an online experiment to the 
Swedish listeners who made forced-choice 
judgements to a total of 300 stimuli including 
100 stimuli as described above plus a total of 
200 imitations produced by the L1 German 
subjects. Since a subsequent analysis showed 
that five L1 Swedish speakers were unable to 
distinguish perceptually between the two 
accents, we excluded their data from the further 
analysis. 

 

Results 
The results from the perception experiments 
with the L1 Swedish speakers and the L1 
German speakers were divided into two parts. 
First the results from the experiments, in which 
the stimulus continuum was used, were 
evaluated. For each listener separately a 
generalized linear mixed model (GLMM) in R 
was used to obtain a psychometric response 
curve that was fitted to the raw data using a 
logistic function (Kleber et al., in press) from 
which the 50% cross-over boundary was 
obtained. 

 
Figure 3. Psychometric response curves 
averaged across the Swedish (grey) and German 
(black) listeners. The points show the mean 
response values for each of these two groups to 
which the curves were fitted. The 50% cross-
over boundary for the Swedish listeners is 
marked by a vertical dashed line. 

One of the most striking aspects of the data in 
Figure 3 is the difference between the two 

groups: whereas there was evidently a clear S-
shaped response curve and an identifiable cross-
over boundary for the Swedish listeners, neither 
of these were in evidence for the German 
listeners for whom the response curve was flat. 
These data show that the Swedish, but not the 
German, listeners were able to distinguish 
perceptually between the two categories. These 
between group differences that are evident in 
Figure 3 were quantified by comparing the 
gradient of the logistic function (one per 
listener): a t-test showed that the gradients were 
significantly different  (t[18] = 8.2, p < 0.001) 
for the two groups, thereby confirming that the 
Swedish listeners were better able to distinguish 
between the two accents than were the German 
listeners. Moreover, no cross-over boundary 
could be found for the German listeners (that is, 
the theoretically calculated cross-over boundary 
was beyond the range of the stimuli) showing 
once again that the German listeners were not 
able to distinguish perceptually between the two 
meanings.  

In the second part of the analysis the results 
from the perception experiment with the 
imitations of the L1 German speakers were 
evaluated. These stimuli had only been 
presented to L1 Swedish speakers.  

 
Figure 4. The number of 'duck' (grey) and 
'spirit' (black) responses pooled across the 
Swedish listeners to the AI-endpoint (left) and 
AII-endpoint (right) imitations produced by the 
L1 German speakers.   

As Figure 4 shows, the L1 Swedish listeners 
perceived the majority of the L1 German 
speakers' productions as accent I. This was so, 
even when the German speakers imitated an 
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accent II. Compatibly, a GLMM with the L1 
Swedish listeners' response as the dependent 
variable, imitated accent type (two levels: accent 
I, accent II) as fixed factor and with listener as a 
random factor showed no significant influence 
of imitated accent type on the Swedish listeners' 
responses.  

Summary and Discussion  
Based on a comparison of the tonal inventory of 
Standard Swedish and Standard German, we 
hypothesized that L1 German speakers are not 
able to produce the Swedish word accent II 
when it appears in the first post-focal position 
and that they produce the accent I instead. As 
the analysis of the imitations of the L1 German 
speakers showed (Fig. 3), they did not only 
produce the accent I, but also the accent II. 
Nevertheless, the L1 German speakers did not 
differentiate the two word accents. Five L1 
German speakers produced the accents more or 
less arbitrarily. Four L1 German speakers 
produced overall more accent I words. And one 
subject produced more accent II words for both 
stimulustypes. In general, these results show that 
the L1 German speakers were not able to 
associate the word accents with different 
meanings.  

The perception experiment with the stimulus 
continuum showed that the L1 German speakers 
could neither identify the word accents nor 
distinguish between them in production. 
Surprisingly, neither were 5 of the 15 L1 
Swedish speakers able to identify the stimuli in 
the continuum, although 3 of them were from 
the Stockholm region that is known as an area 
where Standard Swedish is spoken. The reason 
why some of the L1 Swedish speakers had such 
difficulties in identifying the word accents may 
be that in an everyday conversation their 
meaning is inferable from context. Thus, the 
present experimental condition, in which they 
had to identify the meaning of a minimal pair 
word without any context, was quite unusual 
even for a native speaker.  

The L1 German speakers had no difficulty 
imitating the word accents in isolated words in 
which the two word accents were differentiated 
by the number of F0-peaks (accent I: 1 F0-peak; 
accent II: 2 F0-peaks). But they were not able to 
neither perceive nor produce the timing contrast 
of the word accents in the post-focal position. 
This might be related to the point mentioned 
above that the L1 German speakers did not link 

the word accents to different meanings. In any 
case, the influence of the focus accent should 
not be underestimated. For an L1 German 
speaker, the prominent focus accent could mask 
the slight timing difference between the F0-falls 
of the word accents in post-focal position: this 
might lead to an additional complication in the 
identification of the word accents by the L1 
German speakers.  
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Chinese perception coaching  
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Abstract  
The article first presents the nowadays reality of Chinese as Second Language 
(CSL) in Sweden. It is empersized that Chinese Perception Coaching (CPC) should 
start before the Chinese speech production.  

It also introduces how CPC should be planed both at group/class and individ-
ual level. The analysis of Perceptual Assimilation Model (PAM) is used in CPC. In 
particular, it suggests how to build the language awareness of the students. 
Finally, it shows a possible way for research in this subject in order to improve the 
practice.   
 
Introduction 
The main difficulties of Chinese as a second 
language (CSL) for learners having Swedish as 
L1 in Sweden lie in the following aspects: the 
teachers as resources, the students, and lack of 
suitable teaching material.  
     First of all, teachers with efficient knowledge 
in the phonetics and the phonology of both lan-
guages (Swedish/Chinese) are very rare. How do 
the teachers pedagogically apply the new find-
ings of research in their pratice? Does it really 
help students to acquire the Chinese tone if the 
teacher stands in the front of the classroom with 
stretched hands drawing the contours of the 
tones with gestruers? Is the only way to grasp 
the Chinese speech to learn Chinese characters 
first? Even the most intelligent sinologist, speak-
ing fluent Chinese, can not give good sugges-
tions on CSL if they lack linguistic schooling.  

It can be assumed that the background of the 
students’ mother tongue (skånska vs. götamål, 
having different tone accent system) and experi-
ences of foreign languages (mostly at least two, 
English and another one) might interfere with 
their acquisition of Chinese sound and tone sys-
tem. Experience from our music-trained students 
shows that acquire the tones more easily than 
others (see also, C.J., 1985). Students who are 
bilinguals (one dialect of Chinese and Swedish) 
have an even worse situation since the sound 
systems of Chinese dialects are quiet different 
from Mandarin and furthermore they may have 
more tones than the four ones of Mandarin, for 
instance Cantonese, Hakka, Min, and the 
Shanghai dialect. It is also important to know 
the goals of their studies; their motivation will 
influence their results.  

Earlier Chinese teaching material in Swedish 
(Ahlgren and Löfstedt, 1973; Björkstén and 
Erlandsson, 2007; Garlén, 1988; Malmqvist, 
1979) does not describe Chinese sounds nor the 
contrastive sound system in the aspects of per-
ception, acoustics, and production.  

The education of Chinese language at Uni-
versity of Gothenburg starts with a course of 
listening skill called Chinese Perception Coach-
ing (CPC). Adult L2 learners can be charac-
terized as having an “accented” perception as 
well as their accented production (Strange, 1995 
p. 22). The present article will discuss the ques-
tion how teachers could, in their practice, help 
the students so they get aware what to focus on 
in L2 using Perceptual Assimilation Model 
(PAM) (Strange, 1995 p. 193-199).  
 
Goals 
The primary aim of CPC is to help students to 
understand the L2 prosody by comparing with 
their own mother tongue with as few interpreta-
tions from the teacher as possible in order to 
build greater language awareness. The students 
get help both individually and in groups before 
they start the speech production of their new L2. 
The difficulty is to balance guidance with the 
happiness of discovery (compare with a child’s 
acquisition of its own native language).  
 
Pedagogics 

For groups or whole class  
In this stage of CPC contains, in contrast to tra-
ditional didactics, lectures in groups/class about 
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contrastive prosody avoiding sophisticated ter-
minology in order to establish a language con-
sciousness. Each lesson starts with different 
short actual speech examples collected from in-
ternet or from Chinese dialogue parners includ-
ing different genders and ages, listening to the 
melody of the new langague, sometimes also to 
music (even revolutionary songs). They listen 
carefully without time stress and then report 
their feelings, experiences, and interpretations. 
The data discover that the students have capaci-
ties to catch some prosodic features for instance 
basic emotions like anger, fear, sadness, and joy.  

A good way to avoid techers’ interpretations 
is to let the students observe Swedish with Chi-
nese accent. They observe that it is easy for 
Chinese to produce Swedish CV/CVCV words 
without distinguished short and long vowels. It 
is still hard for Swedes to understand this kind 
of words without the typical Swedish tone ac-
cent. They also notice that if the Chinese 
(wo)men use prominently Chinese tones when 
trying to imitate Swedish prosody it does im-
prove their Swedish pronuanciation. They fur-
thermore perceive that Chinese ladda sounds 
like latte. They remark the difference between 
tones in citation form and actual speech, respec-
tively. They discuss then how citation tonemes 
relize in intonation. The students notice that it is 
difficult to perceive the Chinese final nasal [n] 
since Chinese usually nasalize an ultima like 
boken➝bokẽ. The student complain that it is very 
hard to perceive the vowels before the Chinese 
retroflex since they are not aware of how Swed-
ish retroflex affects the vowels like möda [ø] 
mörda [œ̢].  

For pedagogic sake, on this level the only 
thing for teachers to do is to emphersize what 
the students have detected themselves, espe-
cially distinguishing phonetic phenomen like 
´hälsa på/ hälsa ´på and tomten (accent 
I)/tomten (accent II).   

For individuals 
Chinese scholars have never separated syllables 
into consonants (initials), vowels (cores), and 
tones; these three elements have always been 
treated as one whole unit (Zhang et al., 1982). It 
is, however, possible that for some Swedish stu-
dents, at the beginning of their studies, it is 
easier to identify sound categories (vowels and 
consonants, respectively) since that is in accord-
ance with the traditions of Western pho-
netic/phonologic scholars. Kiriloff (1969) found 

that tone percption results were much better if 
the participants concentrated only on the param-
eter on tones and he therefore advocates this 
method to be the correct one for beginners in 
Chinese learning, concentrating on tone percep-
tion. 

Earlier experiences teach us that CPC has to 
be flexible. Both tone and sound perception 
training start at the same time; it is free for the 
students to prioritize. Those who listen to the 
tones do not write down pīnyīn transcription, nor 
Level Tone/T1 (¯), Raising Tone/T2 (´), Dip 
Tone/T3 (ˇ), Falling Tone/T4 (`), and Natural 
Tone/T0 (˙) but only the numbers 1, 2, 3, 4, and 
0. Other students prefer to start with sound an-
alysis. They are asked to write down only the 
pīnyīn without any tone marking. After they 
have finished listening to the material the stu-
dents are asked to voluntarily hand in their per-
ception documents.  

The method of sound recording is also ad-
apted in CPC. At the start of the semester the 
teacher got the students’ permission to record 
those who wanted to take part in the coaching. 
Sometimes the teacher, for nature’s sake, re-
corded without telling the students and asked 
them to watch what the spectrograms looked 
like, explaining the differences and letting them 
experience the differences between the sounds 
of the two languages.  

A portion of the students’ data in CPC during 
the academic years 2008-2011 was selected for 
analysis of sound categories and discussion 
about tone perception. The corpus is the actual 
natural speech and the tests were conducted in 
the classroom. It appears that some of results are 
consistent with PAM.  

Difficulties with phonemes and tonemes 
Generally, the Chinese affricates are the most 
difficult sounds to acquire, then follow the frica-
tives and finally come the stops. The stops are 
the contrastive pairs [p]/[ph], [t]/[th], and [k]/[kh] 
respectively and, that is, the two sounds [p]/[ph] 
are interpreted as a Swedish [ph], a phenomenon 
called Single-Category Assimilations (SC 
Type). The Chinese fricatives [ɕ], [s], and [ʂ] are 
close to the Swedish [ç], but not exact, Cate-
gory-Goodness Difference (CG Type). Individ-
ual perception discrepancies are different, some 
students have a problem only with [ɕ] and [s]. 
Some misinterpretations occur only in one direc-
tion, for instance [ɕ]➝[ʂ] but not the opposite 
way (other examples are [ɕ]➝[s]➝[ʂ], [s]➝[ʂ], 
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[ɕ]➝[ʂ] vice versa or in all possible directions). 
The Chinese affricates are [tɕ]/[thɕ],  [ts]/[ths], 
and [tʂ]/[thʂ]. The data show that the confusions 
occur not only within these affricates, there is 
also a clear tendency for them to be perceived as 
plain fricatives. PAM can, to some extent, cate-
gorize these confusions as different patterns like 
CG Type, SC Type ect, but where to find the 
cause of the misidentificaitons? A plausible ex-
planation is that in the Swedish phonological 
system there is redundance for the Chinese fea-
ture [-aspiration] and [-voice] for the stops and 
also for the Chinese [+apical] and [+apical-
velar]. In short, features that L2 utilizes as dif-
ferent phonemes are perceived in the students’ 
as allphones. The student’s individual percep-
tion capacity can not be the only reason for mis-
interpretations, also the syllable structures, the 
context (CV(C), where the C can be either an [n] 
or an [ŋ] and nothing else), lexical/non-lexical 
status, and their positions in the sentence have 
great influence. 

PAM can be also utilized for tone perception. 
The situation of tones is more sophisticated than 
only sound category. Information only upon the 
[+High], [+Middle], and [+Low] features does 
not give practical help to the students. It might 
be suggested that they should compare Chinese 
tones and a segment of Swedish inotation in-
stead of comparing in first stage only at CV 
level for instance Chinese bù [51pu(:)] with 
Swedish bo [´bu(:)].  Let them then discriminate 
only Chinese tones in citation form. It is impos-
sible for Chinese to image how difficult Swedes 
perceive these tones and why are they so diffi-
cult for them.  

Individual tone confusions are very different, 
like sound categories. Some of them make con-
fusions between T1 and T2, some have problem 
with T2 and T4.  Some have a stable confusion 
model, or T2 is misidentified as T3, whereas, on 
the contrary, some have different confusion 
types. Some change the confusion patterns after 
a period, some do not. However, they get better 
result if tone contours (Level, Rising, Dip, and 
Falling) are introduced.  

The data show that both perception and pro-
duction of the four citation tones on individual 
level are easily acquired. More than 85% mod-
ern Chinese words are disyllabic ones so the 
situation will be more complicated than only to 
perceive tones in citation forms. Some of stu-
dents, however, have the same confusion model 
even though they listen to the disyllabic words. 
It appears that tones are perceived stably in actul 

speech even they are misidentified, which shows 
that L2 listeners could even perceive the citation 
tones perform stably on the level of intonation. 

 The teacher’s task does not stop at collecting 
the data, the important phase is to analyze them 
scientifically and explain a pedagogic way for 
the students. But not even this is enough. The 
teacher should have the capacity to hypothesize 
not only the expected difficulties of next aca-
demic year’s students but also build models, for 
example for confusions of affricatives and tones. 
The students will not like to come to the lab 
only for listening to the synthetic sounds, they 
need to listen to an actual speech.  

Research and Practice 
Earlier tone research were concentrated on both  
acoustics and perception with different L1 lis-
teners. Gandour (1978) summarize that accord-
ing to the common results (a) T2 is the tone that 
is most difficult identify, (b) the mix-up of T2 
and T3 is frequent also for the L1 Chinese, and 
(c) T1 and T4 are relatively more easily identi-
fied. In terms of perception, Yip (2002) states 
that F0 is not the one and only perceptual cue 
even though it plays a crucial role. The timing of 
turning point of F0 constitutes a salient percep-
tual cue for discriminating T2 from T3 (Shen 
and Lin, 1991) and T3 from T4 (Gårding Eva et 
al., 1986). Gandour (1981, 1984) builds differ-
ent perceptual dimensions of tones contour, di-
rection, high and so on, which was examed by 
Lether (1987). It is worth mentioning that all 
material above consists of sythesitic monosylla-
bic sounds in citation form.  

The data from CPC show that it is evident 
that first of all tone confusions do not occur ran-
domly, secondly that certain types of tone con-
fusions occur only within the environment of 
certain consonants and vowels, respectively (Hu 
& Lindh, 2010). The question for nowadays in 
CPC at least in contrast with Swedish lies in 
how a hypothesis should be established.  

First of all, CPC model shoul not be only 
based on tone reseach nor should not like syn-
thetic in ramdom order. The model should be a 
kind of normal distribution or a regression, 
under the conditions where different students 
and various stimulus in diverse linguistic status 
(lexical, non-lexical, stimuli in different places 
like narration, interrogation) are presented dur-
ing a certain study processes. We know that F0, 
duration, amplitude, tone contours in both the 
Chinese and the Swedish prosodic systems are 
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important, but what more might play roles is 
unknown today. It is also important to know 
how perception occurs within a syllable and 
over a syllabic boarder (in particular, how the 
vowel and final sound of the previous syllable 
may affect a Zero initial (initial consonant miss-
ing), for instance V/VC, [n]/VC, and [ŋ]/VC, 
therefore, how and to which extent consonant 
initials and vowels interfere with tone percep-
tion.  
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Abstract 

Studies of child language development have shown that children from an early age 

are aware of turn-taking patterns in interaction. The aim of this study is to 

investigate if there is a relationship between turn-taking pauses in parent-child 

interaction and child vocabulary at 18 months of age. Analysis of pause duration is 

conducted on recordings from the SPRINT language intervention project and 

pause duration is found to correlate with child vocabulary size. Different possible 

reasons for this correlation are discussed. 

 

Introduction  
When speaking to children all adults, regardless 

of language, use a certain type of modified 

speech referred to as infant-directed speech 

(IDS). IDS differs from adult-directed speech 

(ADS) in several features, such as higher 

fundamental frequency, greater pitch variation, 

longer pauses, slower speech rate, shorter 

utterances (Fernald, Taeschner, Dunn, 

Papousek, De Boysson-Bardies & Ikuko, 1989) 

as well as longer vowel duration (Albin & 

Echols, 1996). This type of speech seems to 

serve three main functions: to modulate infants' 

attention and arousal level, to communicate 

affect to the infant, and to facilitate language 

acquisition (Fernald et al., 1989). 

Acoustic correlates of syntactic boundaries in 

spoken language may assist infants in 

perceptually segmenting speech into 

linguistically relevant units (Seidl, 2007). These 

acoustic correlates are exaggerated in IDS 

(Fernald et al., 1989) providing the infant with 

more information than ADS. Infants rely on 

prosodic cues when parsing the continuous 

speech stream first into larger units (clauses), 

then intermediate units (phrases) and later to 

smaller units (words) (Jusczyk, 1997). Pauses 

provide further information in clause 

segmentation together with prosodic cues, but 

not by itself (Seidl, 2007). Dutch children have 

been proven to rely more on pauses than on 

prosodic cues compared to English children 

(Johnson & Seidl, 2008). This indicates a 

potential difference between languages.  

For a conversation to run smoothly speakers 

have to have a mutual understanding of when a 

speaking turn shift is possible. The basic 

patterns and rules of turn-taking are perceived 

and learned by infants at an early prelinguistic 

stage of language acquisition. Bloom, Russell 

and Wassenberg (1986) saw that three-month-

old infants produced a higher rate of speech-like 

sounds when interacting with an adult using a 

clear turn-taking pattern. In conversation 

speakers tend to match the length of pauses both 

in and between speaking turns, and when this 

matching occurs the speaker is perceived as 

warm and affective. This phenomenon occurs in 

mother-infant conversations with prelinguistic 

infants as young as four months (Bebee, Alson, 

Jaffe, Feldstein & Crown, 1988) and is also seen 

in gaze behavior of six-week-olds in interaction 

with adults (Crown, Feldstein, Jasnow, Beebe & 

Jaffe, 2002) providing further evidence for early 

understanding of turn-taking. 

A productive vocabulary of 50 words is 

considered an important milestone in language 

development (Tamis-Lemonda, Bornstein, 

Kahana-Kalman, Baumwell & Cyphers, 1998), 

usually achieved during the second year of life. 

Several things have been shown to predict infant 

vocabulary development, including parental 

communicative behavior. A responsive 

parenting style has been argued to contribute 

more to lexical development than a directive 
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style (Masur, Flynn & Eichorst, 2005). It is 

possible that different parenting styles manifests 

in different pause behavior. 

In light of previous studies, it seems lexical 

development is facilitated by certain type of 

parental communicative behavior and that 

infants have an early awareness of turn-taking 

pauses. This study aims to investigate if there is 

a relationship between turn-taking pauses and 

infant lexical development. The ongoing 

SPRINT project
1
 makes this possible by 

providing audio recordings of parents interacting 

with their 18 months old infants. 

 

Method 
In the SPRINT project families are given 

intervention films to promote parent-child 

interaction and stimulate child language 

acquisition. The children's language skill is 

classified at the age of 18 months using SECDI, 

a Swedish adaptation of the CDI (Child 

Development Inventory). In this questionnaire 

which has been classed as a good predictor of 

child language development (Berglund & 

Eriksson, 2000), parents rate their children’s 

vocabulary. To analyze turn-taking in parent-

child interaction, this study used audio 

recordings from 10 families in the SPRINT 

project.  

 

Participants  
Based on the SECDI results five low performing 

and five typical performing children were 

selected. The low performers (LP) had SECDI 

results in the 0-25 percentile and the typical 

performers (TP) in the 50-65 percentile. Both 

groups consisted of two girls and three boys. 

The children were 18 months old when 

recorded. At least one parent in each family had 

Swedish as their first language.  

 

Audio recordings  
The material consisted of recordings made by 

the parents, before the SPRINT intervention 

started. They were asked to record four common 

situations: clothing, playing, reading and 

cooking/eating. No other specific instructions 

                                                      
1
 SPRINT is an ongoing project funded by the 

Swedish Research Council (2008-5094) “Effects of 

enhanced parental input on young children’s 

vocabulary development and subsequent literacy 

development” – a collaboration between the 

department of Linguistics and department of Special 

Education at Stockholm University. 

were given. Of the 10 children, 6 had one 

recording of each requested situation while the 

other 4 had two recordings of the same or of 

other situations (e.g. bathing). In the recordings 

the child as well as at least one parent 

participated and some included more 

participants (siblings and other adults). 

 

Procedure  
The files were tagged using the transcription 

function in the speech analysis program 

Wavesurfer 18, version 8.4.2.9. The beginning 

and ending of every communicative utterance 

produced was tagged, using a separate 

transcription pane for each participant. Five 

minutes per recording were tagged, starting from 

the first parental child directed utterance. One of 

the files was less than five minutes long but was 

nevertheless included. Whether an utterance was 

communicative or not was subjectively judged 

by the researchers based on situation and content 

of the utterance. Utterances also included 

cooing, babbling, screaming and other non-

lexical communicative behaviour.  Beginning 

and ending of each utterance was judged both 

auditory and visually using the spectrogram 

function in Wavesurfer with an estimated error 

margin of  approximately 50ms. The resulting 

files were processed using Mathematica 7.0 to 

extract the pauses between utterances. A pause 

was only registered by the program if no one 

spoke in the silent gap left between utterances. 

The content and directions of the utterances 

were not considered. In recordings with more 

than one parent and/or child, intrusions by other 

participants may have resulted in no pause being 

registered. The pauses were then statistically 

analyzed in PASW Statistics 18. The pauses 

used for analysis were parent-parent, parent-

child and child-parent. All other pauses (e.g. 

mother-father, sibling-parent, child-child) were 

not considered relevant for this study. Pauses 

with a duration greater than 3 seconds were 

excluded since they were too long to be 

considered as turn-taking pauses. The same limit 

was used in Kondaurova and Bergeson (2010). 

 

Results 
The duration of pauses between child and parent 

(cp), parent and child (pc) and the pauses after a 

parental utterance until the next parental 

utterance from the same parent (pp) were 

computed within the two groups (low 

performers, LP, and typical performers, TP). In 
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figure 1 the mean difference in pause duration is 

shown with a 95 % confidence interval.  

Univariate Analysis of Variance (ANOVA) 

and LSD Post hoc-test was conducted on the six 

groups (LPcp, TPcp, LPpc, TPpc, LPpp, TPpp) 

to see whether there was significant differences 

between LP and TP. 

 

Figure 1. Pause duration: 95 % confidence 

interval of mean values. The y-axis shows 

duration in seconds. 

 

Child-parent pauses (cp) 
The LPcp mean was 0.63 s (sd: 0.59) for the 

whole group, within the group the individual cp 

mean varied from 0.47 to 0.76 s. The TPcp 

mean was 0.48 s (sd: 0.53) with individual cp 

means between 0.29 and 0.70 s. Thus there is a 

big within-group difference in both groups. One 

LP-child had a lower individual cp mean than 

the total mean for TPcp, and one child from the 

TP group had a higher cp mean than the total 

mean for LPcp. The total amount of LPcp-

pauses shorter than three second was 330, and 

480 for TPcp. The lengths of LPcp and TPcp 

differ from each other significantly (p<0.001). 

The amount of excluded pauses, longer than 3 

seconds, was 27 for LPcp and 13 for TPcp. 

 

Parent-child pauses (pc) 
The LPpc mean was 0.92 s (sd: 0.73), lowest 

individual pc mean in the LP group 0.85 s and 

highest 1.00 s. The TPpc mean was 0.74 s (sd: 

0.62) with individual pc means between 0.66 

and 1.09 s. Thus the total mean was highest in 

the LP group but the individual highest pc mean 

was in the TP group. The total amount of LPpc-

pauses shorter than 3 seconds was 320, for TPpc 

it was 488. The difference in duration between 

LPpc and TPpc is significant  (p=0.003). The 

amount of excluded pauses, longer than 3 

seconds, was 56 for LPpc and 34 for TPpc. 

Parent-parent pauses (pp) 
The LPpp mean was 1.09 s (sd: 0.69) with 746 

pauses shorter than 3 seconds, and the TPpp 

mean was 1.12 s (sd: 0.71) with totally 765 

pauses shorter than 3 seconds. The within-

group-variation of individual means was low. 

LPpp and TPpp do not significantly differ. The 

amount of excluded pauses, longer than 3 

seconds, was 153 for LPpp and 91 for TPpp. 
 

Discussion 
The results show that the children’s SECDI 

results and the duration of the turn-taking 

pauses correlate. There is a significant 

difference between LP and TP regarding parent-

to-child and child-to-parent pause duration. The 

LP turn- taking-pattern is slower in both cases, 

longer and fewer pauses, which implies fewer 

utterances as well as less time spent speaking. 

This is also shown in the number of excluded 

pauses (longer than 3 seconds): more in LP and 

fewer in TP. If the parents’ do not give feedback 

fast enough and spend too little time interacting 

verbally with their children it might affect the 

vocabulary development of the children. On the 

other hand it is possible that the parents of LP 

answer slower because they adapt to the child’s 

slow turn-taking behavior. This is consistent 

with the observations that speakers match pause 

and utterance length to those of their 

conversation partner (Bebee et al., 1988). The 

fact that intrapersonal parent-to-parent pause 

length does not differ between the two groups, 

and the mean pause length is significantly longer 

for pp than for pc pauses in both groups shows 

that the parents in both groups give their young 

ones enough time to speak, i.e. time to take over 

the turn, before starting to talk again. This 

indicates that the fact that the pauses are longer 

in the LP group is a parental adaptation to their 

children’s behavior. This could also explain the 

shorter TP pause duration, since those children 

have advanced further in the speech 

development and according to Soderstrom 

(2007) IDS is adjusted to the child’s language 

competence. These interpretations do not 

necessarily contradict each other since it is 

likely that heredity and environment interact in 

child language development. 

The results might have been affected by 

methodological aspects such as the decision not 

to count silences longer than 3 seconds as turn-

taking pauses. This was based on the method 

used in Kondaurova and Bergeson (2010). The 

TMH - QPSR Vol. 51

103



 

 

limit of three seconds is fairly high set, and 

acoustic analysis of the material in the current 

study verified that a turn after 3 seconds rarely 

belonged to the previous turn-taking sequence.  

Since the recordings were made in the homes 

of the participating families, the lack of control 

over the recording situations may also have 

affected the results. There was a broad diversity 

of occurrences that could not be controlled in 

the recordings. For example one child slept 

through the first two minutes of the recording 

session, and another child was ill. This of course 

limited the number of child utterances. In some 

recording with more than one child it was hard 

to discriminate both between the children's 

sounds and the direction of the parental 

utterances.  Greater control of situations would 

have been gained by only using recordings with 

one child and one parent making it easier to 

identify turn-taking. Another way to analyze the 

material would have been to only use child-

parent interaction pauses. By looking at the 

content of each utterance it would have been 

possible to exclude pauses that were not part of 

a turn-taking sequence (e. g. parent talking to 

sibling and child making noises outside the 

conversation). However to do this a lot of 

subjective judgments of the utterances’ content 

would have been necessary, which would 

decrease the objectivity. 

The fact that the SECDI scores were used for 

dividing children into groups may also affect the 

results because basing the groups on parental 

assessment alone may open up for disparity 

between reported performance and actual 

ability. With such a small sample as 5 

individuals per group one single misjudgment 

can affect the results even though SECDI has 

been proven to be a reliable predictor of child 

language development (Berglund & Eriksson, 

2000).  

The results of this study show an evident 

relation between pause behavior and child 

language development. To achieve a higher 

grade of generalization of the results it might be 

necessary to study a greater sample with regards 

to parent child pause behavior. It would also be 

of interest to further investigate cause and 

consequence in the observed relation. Longer 

pauses is only one of many things that 

characterizes IDS, and to fully understand the 

impact pause duration has on child language 

acquisition one would have to look at the other 

aspects of IDS in combination with pauses. This 

could be an area for further research. 
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Abstract 

SPRINT is a language intervention project aimed to study the outcome of a parental home training 

program on children’s language development and future reading and writing skills. This study, which 

derives data from the SPRINT project, intended to examine the possible effects of a parental-based 

film intervention. It was conducted on toddlers aged 18-21 months from the Stockholm area with at 

least one parent who has Swedish as a first language.  Parents of 78 children participated in the study 

and filled in 3 SECDI-w&s questionnaires rating their children's productive vocabulary. Children 

were randomized to either the intervention or the control group. Results indicated that the intervention 

group demonstrated significantly higher scores over time, F (2,78) = 5,192, p < .007. In the light of 

previous research it is concluded that this intervention contributes to an increase in productive 

vocabulary. However, the scores of the intervention group did not exceed the average range for 

Swedish children in the same age span. Furthermore the possible impact of parental education and the 

presence of siblings on productive vocabulary was discussed.    

 

Key words: film intervention, vocabulary development, SECDI-w&s, early language intervention, 

toddler language, SPRINT 

 

Earlier studies have shown that the development 

of productive vocabulary size may differ with 
respect to rate and content. Some children might 

experience a so called “vocabulary spurt” 

whereas other children experience a more 

gradual development of lexical growth 

(Goldfield & Reznick, 1990). First-born children 

are more likely to experience the “naming 

explosion". Later-born children may not receive 

the same clear, focused language input as their 

older siblings, as they receive language input to 

a greater extent from various sources such as 

older brothers and sisters (Goldfield & Reznick, 

1990).  It is known that parental education level 

has been associated with faster vocabulary 

development. In fact, a study by D’Odorico et 

al. (2001) shows that mother’s education 

explains 20% of the variance in vocabulary size.  

A wide vocabulary is essential for 

comprehension with regard to both oral 

language and reading. A study by Marulis and 

Neuman (2010) has shown that a broad 

vocabulary provides a better prospect to an early 

reading development. Furthermore, research has 

demonstrated that an increase in productive 

vocabulary also improves structural complexity 

and the use of multiword expressions 
(Girolametto & Pearce, 1996). A study from 

Oller (2010) looks into the subject of what role 

directed input of language may present on 

vocabulary learning as opposed to indirect 

language input such as overheard conversations. 

The author’s hypothesis was verified when the 

results indicated that direct language input had a 

significantly greater positive effect on 

vocabulary learning than indirect. 

According to the same study by Marulis and 

Neuman (2010), it is known that even small 

amounts of intervention have positive effects on 

vocabulary. The study enlightens the importance 

of promoting vocabulary in the early childhood 

years. In addition, earlier studies of different 

types of interventions have led to conclusions of 

a positive outcome both in language in general 

and in vocabulary specifically (van Balkom et 

al., 2010, Mendelsohn et al., 2001). Intervention 

seems to produce positive effects on language 

whether infants present developmental language 

delay (van Balkom et al., 2010) or not 

(Mendelsohn et al., 2001). On the other hand, 
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one study (Pile et al., 2010) showed that shared 

book reading intervention did not affect the 

vocabulary in participating children, who were 

aged between 4 and 5 years and had language 

impairment.  

The current study 

The current study focuses on productive 

vocabulary in toddlers aged 18 to 21 months 

who participated in an intervention program 

with their parents. Typical development of 

vocabulary in this age span will be discussed so 

as to investigate whether vocabulary scores may 

or may not be attributed to parental intervention. 

Due to previous research it is expected that the 

intervention group will present better results in 

terms of productive vocabulary. Since normative 

data for typical productive vocabulary for 

Swedish children aged 16 to 28 months is 

available using the same measurement tools 
(¹Berglund & Eriksson, 2000), a comparison 

will be possible. If a positive correlation 

between the intervention group and larger 

productive vocabulary is attained, the 

intervention films could serve as important tools 

in the promotion of skills to improve vocabulary 

for all children in the future. 

In the light of previous research, the present 

study aims to investigate in which way 

productive vocabulary size develops over time. 

In specific, the study focuses on whether or not 

a parental-based intervention program causes an 

effect on infant’s productive vocabulary. 
 

Method 
The present study uses data from SPRINT, 

which is a language intervention project that 

aims to study the effects of a parental home 

training program on children’s language 

development and future reading and writing 

skills.  

Participants 

The families in the SPRINT-project were 

selected from population registers from 

Stockholm. Data from 78 families was analyzed. 

Participants were randomly assigned to each of 

the groups, 40 to the intervention group and 38 
to the control group. The criterion for eligibility 

in this study was that at least one of the parents 

considered their first language to be Swedish. 

The children were born between August and 

November 2008. The parental education level in 

the control group was 76% for higher education, 

16% high school, 1% elementary school, 4% 

others and 3% omitted answers. As for the 

intervention group the parental education level 

was 78% for higher education, 8% high school, 

1% elementary school, 12% others and 1% 

omitted answers.  

Materials 

Vocabulary size was measured with the 

Swedish-adapted version of the MacArthur 

Communicative Development Inventories 

(CDI), namely the Swedish Early 

Communicative Development Inventories words 

and sentences (SECDI2). The SECDI2 

questionnaire consists of two components: 

“words children use” and “sentences and 

grammar”. In this study only data from "words 

children use" was included, since it is the only 

part that assesses single word production. 

Outline of intervention 

The intervention families were able to access 

educational films online. The films contain 

samples of parent-child interaction judged to 

stimulate language acquisition recorded in 
family home environments. They consist of 

examples of how parental behavior in 

interacting with a child could stimulate the 

child’s language acquisition. The family 

sequences are then discussed and assessed by 

two SPRINT researchers. Lectures by the 
researchers were also available concerning 

scientific findings on language acquisition and 

the importance of interacting with, and reading 

to the child.    

The film material raises the concept of a 

pedagogic model by SPRINT, containing three 

areas presumed to be important for children's 

language development: focusing on the child, 

turn-taking and adding language.   

Procedure 

The intervention started when the children were 

18 months old. The parents were instructed to 

fill in which words in the SECDI questionnaire 

they had actually heard their child produce, 

regardless of deviating pronunciation. SECDI 

was filled in three times during the course of this 

study, at the ages of 17-18, 18-19 and 20-21 

months.  
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Processing of data 

The data was analyzed in the SPSS software. 

The included variables in the analysis were total 

scores of the three SECDI questionnaires and 

intervention status.  

 

Results 
The SPSS analysis showed a significant 

interaction between the linear trend along the 

three different occasions and groups (Fig. 2). 

The general linear model showed a significant 

effect of occasion, F (2,78) = 68,671, p < .0005, 

and a significant difference between groups and 

occasions, F (2,78) = 5,192, p < .007, sphericity 

assumed. 

Figure 1: Productive vocabulary, range and 

means for intervention group and control group 

before, under and after intervention (CI 95%). 

An increase in productive vocabulary mean 

value was attained by both groups with every 

measuring occasion (Tab. 1). The intervention 

group achieved significantly higher scores in 

every occasion (17-18 months t (76) = 2,990, p 

< .004; 18-19 months t (76) = 2,681, p < .009; 

20-21 months t (76) = 3,034, p < .003). 

Table 1: Mean values of productive vocabulary 

for the control and intervention groups during 

the three measuring occasions. Standard 

deviation for every group and occasion in 

parenthesis. 

Mean number 17-18 18-19 20-21 of 

words months months        months 

Intervention 82 125 214 

Group (N40) (sd:77)     (sd:113)      (sd:152) 

Control 37 63 109 

Group (N38) (sd:56)     (sd:86)        (sd:150) 

Discussion  
The present study aimed to investigate the 

effects of a parent-based intervention on 

children’s productive vocabulary as well as in 

which way productive vocabulary develops over 

time. According to van Balkom et al., (2010), 

parent-targeted video intervention produces 

positive effects on children’s productive 

vocabulary. The results of the current study 

support these findings. Figure 1 shows that the 

intervention group demonstrated significantly 

higher scores over time which indicates a higher 

development.  

It is interesting to note that this increase was 

attained over a period of three months, which is 

a relatively short period of time. The results of 

the intervention group support the conclusions 

from Marulis and Neuman (2010) which state 

that even small amounts of language 

intervention have positive effects on vocabulary. 

A probable reason for this outcome is that the 

children likely received greater amounts of 

directed language input than indirect, which 

goes along the lines with Oller’s study (2010) on 

the effect of direct versus indirect language 

input. The validity of the theory relies on the 

assumption that the parents applied the 

pedagogic model and general advice from the 

film material.  

However, mean values of productive 

vocabulary in this study for both groups are 

within the normal range for Swedish children in 

all three age groups, as established by 
1
Berglund 

and Eriksson
 
(2000). There is a clear tendency 

towards an increase in productive vocabulary 
over time regardless of intervention status. A 

possible explanation for the high rates of 

productive vocabulary can be retrieved from 

Goldfield and Reznick (1990) in that there may 

have been children who were experiencing a 

“vocabulary spurt”.  

Potential confounding variables to be taken 

in consideration are the presence of older 

siblings as well as parental education. According 

to Goldfield and Reznick (1990) children with 

older siblings receive a less clear and focused 
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language input since it is derived to a large 

extent from various sources. However, in the 

present study this variable was not analyzed.  

When it comes to parental education, our 

sample is biased towards higher education 

levels. According to Statistics Sweden (SCB) 

32% of the Swedish population has a higher 

education level, whereas in this study’s sample 

the same education level was in average 77%.  

Since parental education has been shown to have 

an impact on vocabulary development 

(D’Odorico et al., 2001) conclusions can be 

drawn that the children in this sample were 

subjected to a more favorable language 

environment which may have influenced the 

positive outcome in the current study. The data 

collection method used in this study, parent 

reports, can lead to biased answers which in turn 

may contribute to misleading results.  

A possible area of research could be to 

prolong the intervention period in order to 

decrease the impact of “vocabulary spurt” on the 

increasing rate of productive vocabulary. If the 

results of the current study prove to be 

consistent with further research, the intervention 

material could be used to enhance vocabulary 

development. Even though SECDI is not 
convenient for clinical purposes and is mainly 

used for research, it can be used as an important 

tool to determine normative data that later can 

be applied to clinical practice (
2
Berglund & 

Eriksson, 2000).   

Although the scores of the intervention did not 

surpass the average range for Swedish toddlers 

aged 18-21 months, in this case the intervention 

contributes to an increase in productive 

vocabulary. Further research on this topic might 

benefit from a follow-up on the early reading 

and writing development of the intervention 

group. 
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Abstract 

Several studies have shown slight differences in language skills between genders, 

favouring females. In order to investigate gender differences in speech production 

for Swedish children, the productive vocabulary size of 295 children, aged 18-24 

months, was measured by the validated instrument SECDI-2. The size of the pro-

ductive vocabulary was found to grow rapidly during this age. Significant gender 

differences were found at 21 and 24 months, but not at 18 months. The girls’ mean 

scores were higher. 

 

Introduction 

Early vocabulary development 

Most children with normal development follow 

a similar pattern in language acquisition. At the 

end of the first year the child has phonetic re-

cognition and a memory of concepts for objects, 

people and actions of the surroundings, which 

are necessary conditions for developing words. 

Closely before or after the first birthday the first 

word appears (e.g. Strömqvist, 2008). 

The growth rate of the expressive vocabulary 

changes from slow to more rapid on majority of 

children at the end of the second year. This 

period of rapid word-learning, often referred to 

as the vocabulary spurt, could be characterised 

as a “naming explosion” (Goldfield & Reznick, 

1990). The largest category of words in this 

period of time is nouns. Children with small 

vocabularies show a high percentage of social 

terms, such as onomatopoetic words, routines 

and naming of people (Stolt, Haataja, 

Lapinleimu & Lehtonen, 2008). Some children, 

especially those with older siblings, develop 

their expressive vocabulary at a more gradual 

pace instead of going through a vocabulary 

spurt. These children maintain a steady balance 

of nouns and other kind of words throughout 

their early lexical development (Goldfield & 

Reznick, 1990).  

Expressive vocabulary size seems to be 

related to general language skills at the end of 

the second year (Stolt et al., 2008). There is also 

a strong correlation between expressive 

vocabulary size and grammar skills during the 

end of the second year and forward (Berglund & 

Eriksson, 2000b).  

Gender differences 

Several studies have shown slight differences in 

language skills between genders. A meta-

analysis by Hyde and Linn (1988), including 

165 studies on children aged 3 to adult, reported 

data on gender differences in various verbal 

abilities. Their result indicated only a slight 

female superiority in performance. Large 

differences across multiple specific and general 

measures of language (including expressive 

vocabulary) were found between genders in the 

second through fifth year, but not before or after 

(Bornstein, Hahn & Haynes, 2004). The same 

study found that individual differences in 

children showed moderate to strong stability; 

girls and boys alike were stable. Gender-typed 

differences have been found to be apparent in 

communicative actions at 13 and 18 months by 

Stennes, Burch, Sen and Bauer (2005). They 

interpreted their results as some of the earliest 

evidence of gender-based schematic processing. 

Westerlund and Lagerberg (2007) found that 

girls had a more developed vocabulary and were 

more involved in reading than boys at 18 

months.  

A study of over 3000 2-year-old twin pairs 

that examined genetic and environmental origins 

showed, like other studies, that girls scored 
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higher on verbal ability, measured by productive 

vocabulary (Galsworthy, Dionne, Dale & 

Plomin, 2000). More importantly, boys showed 

greater heritability than girls. This study 

concluded that the influence of factors correlate 

differently for male and female verbal 

development. Henrichs et al. (2010) found at 

both 18 and 30 months that boys were more 

likely to be delayed in expressive vocabulary 

skills than girls, but the gender difference’s 

contribution to the overall variance was small. 

These findings are consistent with the 

knowledge that early language delay is highly 

heritable and that boys are more prone to 

language problems (Dale et al., 1998). 

In a study on birth order Bornstein, Leach 

and Haynes (2004) found that at 20 months first 

born girls outperformed boys on all vocabulary 

competence measures, and second born girls 

outperformed boys on vocabulary 

comprehension and vocabulary production. 

Berglund, Eriksson and Westerlund (2005) also 

found that the effect of gender was larger than 

the effect of birth order. Though, they see no 

need for different praxis for girls and boys, since 

the difference is corresponding to only about 

one word. In Hyde and Linn’s meta-analysis 

(1988) the conclusion was that “the magnitude 

of the gender differences in verbal ability is 

currently so small that it effectively can be 

considered to be zero”. The one possible 

exception, according to Hyde and Linn, was 

measures of speech production which favoured 

females. 

Aim of the study 

The aim of this study was to investigate gender 

differences in speech production of Swedish 

children. The Swedish Early Communicative 

Development Inventory (Berglund & Eriksson, 

2000a) was used to measure productive vocabu-

lary. The research questions were: How does 

productive vocabulary size develop from 18 to 

24 months of age? Are there any gender differ-

ences? 

Method 

Participants 

This study drew its data from the SPRINT pro-

ject, which is an ongoing Swedish prospective 

language study in which parents are invited to 

take part in an intervention program intended to 

actively support children’s communicative de-

velopment. The children are followed from the 

age of 12 months. We used data collected at ap-

proximately 18, 21 and 24 months (±1 month) 

from the randomly selected control group, as 

well as the two groups that had not yet started 

their intervention. The sample consisted of chil-

dren who were born during a 12-week period in 

2008 (August-November). They all lived in the 

Stockholm area. We excluded children who 

were adopted or did not have Swedish as their 

first language, to avoid confounding variables. 

The final sample consisted of 295 children. 

However, all children did not participate at each 

assessment. The number of children and the 

proportion of boys and girls at every assessment 

are shown in table 1.  

Table 1. Participants: age and gender  

 Age (months)  

Gender  18 21 24 Total 

Girls (n) 123 112  92 137 

Boys (n) 129 136 101 158 

Total (n) 252 248 193 295 

Material and procedure 

A Swedish online version of the MacArthur 

Communicative Development Inventory, The 

Swedish Early Communicative Development 

Inventory – Words and Sentences (SECDI-2), 

was used to collect data on productive vocabu-

lary. Good reliability for the Swedish version 

has been demonstrated (Berglund & Eriksson, 

2000a). SECDI-2 consists of two parts. Part I 

includes A - a vocabulary checklist that consists 

of 710 items presented in 21 semantic catego-

ries, B - feedback morphemes, 10 items, C -  

pragmatic skills. Part II is a section for sen-

tences and grammar. Only part I A and B was 

used here (max score 720). The parents filled in 

the SECDI-2 when the children were approxi-

mately 18, 21 and 24 months old.  

PASW Statistics 18 was used for statistical 

analysis: descriptive statistics (M, SD, range, 

and percentiles) and one-way ANOVAs of pro-

ductive vocabulary size and gender. 
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Table 3.Results of the one-way ANOVAs made to 
measure gender differences at different ages. 

Result 

The mean number of spoken words showed a 

steadily rising curve by increasing age. The gen-

eral range is larger in boys. Means, SDs, and 

range are shown in table 2.  

The percentile scores for the total of all 

words are shown for boys in figure 1 and girls in 

figure 2.  The boys in the lowest percentiles had 

a small increase between 18 and 21 months 

compared to the girls. Between 21 and 24 

months both boys and girls had a larger increase 

in the lowest percentiles, but the change was 

more apparent for the girls.  

Table 3 shows a one-way ANOVA of gen-

der differences in vocabulary size which showed 

significance at 21 and 24 months, explaining 

1.7% respectively 8.1% of the total variance. 

The girls' mean scores were higher. 

Discussion 

This study has focused on the productive vo-

cabulary size development and gender differ-

ences in Swedish children aged 18-24 months. 

Productive vocabulary size was found to grow 

rapidly during this age. Significant gender dif-

ferences were found at 21 and 24 months, but 

not at 18 months.  

Due to a server error a paper version of the 

SECDI-2 was sent out to some families at 21 

months. This complication could have contri-

buted to a loss of data seen at 24 months. 

Another methodological consideration is the use 

of parental reports. Self-report bias cannot be 

excluded; however, the SECDI is a validated 

instrument. 

The curves of the lowest percentiles (figure 

1 and 2) become steeper at around 21 months, 

and could indicate the start of a vocabulary 

spurt, which tends to occur around the end of the 

second year according to Goldfield and Reznick 

(1990). According to Strömqvist (2008), the vo-

cabulary spurt starts somewhere between 1 and 

3 years. The higher percentiles show a steeper 

curve already by 18 months. These children 

might already have started their vocabulary 

spurt. It is worth noting that 49 % of the chil-

 Boys Girls Total 

Age (months) M SD Range M SD Range M SD 

18 85 98 3 - 448 95 82 2 - 423 90 91 

21 191 158 4 - 651 231 140 9 - 540 209 152 

24 317 177 6 - 681 417 160 20 - 658 365 176 

 F P Df Eta
2
 

18 months 0.776 n.s. 251 (0.003) 

21 months 4.328 0.039 247 0.017 

24 months 16.781 <0.001 192 0.081 

Table 2. Number of words: means, SDs and range for boys, girls and total sample at different ages 

 

Figure 1. Productive vocabulary size for boys 

aged 18, 21, and 24 months. Median values, and 

10
th
, 25

th
, 75

th
, and 90

th
 percentile. 

Figure 2. Productive vocabulary size for girls 

aged 18, 21, and 24 months. Median values, and 

10
th
, 25

th
, 75

th
, and 90

th
 percentile. 
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dren in our sample had at least one older sibling, 

which can have an effect on the pace of the early 

vocabulary development (Goldfield & Reznick, 

1990). Another possible confounding factor 

could be that 21% had more than one language 

in their home environment. Since the distribu-

tion of girls and boys was even in both cases it 

has probably not resulted in further gender dif-

ferences. 

We got no significant result from the 

ANOVA concerning gender differences at 18 

months. Several other studies have found gender 

differences at this age (e.g. Berglund et al., 

2005; Stolt et al., 2008; Westerlund & Lager-

berg, 2008). However, Berglund et al., argue 

that their result is so small that it is negligible. 

We argue the same thing for our findings at 21 

months, where we found a significant difference 

explaining 1.7% of the variance. Other studies 

have found larger explained variance for simi-

larly aged children (20 months), e.g. Bornstein, 

Hahn and Haynes (2004). At 24 months, though, 

the result explains 8.1% of the variance which 

we argue can no longer be considered negligi-

ble. A difference at this age was also found by 

Galsworthy et al. (2000) and Bornstein, Hahn 

and Haynes (2004). Stolt et al. (2008) did not 

find a significant difference, however they ques-

tion the effect of their small sample.  

A part of our aim was to investigate gender 

differences in the vocabulary of young Swedish 

children. We conclude that there are small dif-

ferences appearing at around the end of the 

second year. Girls have a more even distribution 

and boys have a wider range. The highest and 

lowest scores are generally held by boys, while 

girls have the highest mean score. It could de-

pend on how genetic and environmental factors 

correlate differently for girls’ and boys’ early 

verbal development (Galsworthy et al., 2000). 

The lowest score for boys could be a conse-

quence of them having a greater heredity for 

language delay (Dale et al., 1998). We cannot 

exclude though, that different expectations on 

boys and girls, resulting in different treatment, 

has a potential effect on verbal ability. It could 

be interesting in further studies to see what hap-

pens with the difference at later ages. Another 

possible further study could be to compare high 

performing girls with high performing boys, as 

well as compare low performing girls and boys. 

One could also study the gender composition in 

the highest and lowest percentiles. 
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Abstract  
Phonetic markedness regarding linguistically relevant tonal patterns (Accent 2, 
boundary tones) in Central Swedish is discussed. Both tonal markedness and F0 
turning points are assumed to be important cues for anticipatory attention to 
grammatical structure during speech processing. Empirical evidence from neuro-
linguistic and psycholinguistic experiments for the assumed relation between an-
ticipatory attention and marked tonal patterns’ association with Swedish word and 
clause structures is presented. 
  
 
Introduction 
The present article reviews results from neuro-
linguistic and psycholinguistic studies on the 
perception of Central Swedish grammatically 
relevant tonal patterns and relates these results 
to the notions of ‘phonetic markedness’ and 
‘passive attention’. We suggest that marked 
tonal patterns tend to be associated with rela-
tively more kinds of grammatical structure as 
compared to their unmarked counterparts due to 
their intrinsic tendency to allocate attention. For 
example, Central Swedish Accent 2 is associated 
with more lexical information than Accent 1. On 
the one hand, it is the word accent associated 
with compounds, and on the other hand, it is 
thought to be lexically specified on a certain 
class of suffixes (Riad, 2009). Both 
neurophysiological (Roll et al., 2010) and re-
sponse time studies (Söderström et al., submit-
ted) suggest that Accent 2 is also ‘phonetically’ 
marked as compared to Accent 1. A similar co-
occurrence of marked tonal patterns and in-
creased association to grammatical structure is 
further illustrated with reference to other pro-
sodic phenomena, such as Central Swedish 
boundary tones. We will begin by discussing the 
notion of ‘phonetic markedness’ before moving 
on to discuss ‘passive attention’ and finally to 
describe neurophysiological and behavioural 
results supporting our proposal.  

Phonetic markedness  
According to Trubetzkoy (1969), the unmarked 
member of a sound opposition should be the one 
that deviates the least from normal breathing and 

the marked member should consequently be the 
one that deviates more from normal breathing. 
Although the definition was originally formu-
lated with respect to segmental obstructions, it 
might be extended to also include supraseg-
mental structures. Furthermore, elements devi-
ating more from normal breathing could also be 
expected to be more perceptually salient, and 
involve more effort in their production. Thus, 
similar to Trubetzkoy’s notion of markedness, 
Gussenhoven (2004) formulates an “effort 
code”, according to which a tonal pattern that is 
perceived as involving more production effort 
tends to be associated with an emphatic inter-
pretation. Gussenhoven assumes this to be what 
underlies the common grammaticalisation of 
focus in terms of relatively wide F0-excursions. 
Consolidating Trubetzkoy’s and Gussenhoven’s 
ideas, it could be assumed that ‘marked’ tonal 
patterns should tend to be perceived as more 
emphatic. 

Tonal markedness and passive 
attention 
We further propose an extension of this idea of 
tonal markedness, namely that there is a natural 
tendency for marked – or perceptually salient – 
F0 contours to increase attention at different 
levels of speech processing. Sudden changes in 
the physical environment tend to draw our in-
voluntary attention. In the auditory domain, such 
“passive attention” is triggered by onset and 
offset of sounds as well as significant change in 
pitch or loudness (James, 1860; Näätänen, 
1992). Especially relevant for language is “an-
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ticipatory attention”, i.e. attention directed to up-
coming events rather than to the triggering event 
itself (Näätänen, 1992; Posner & Petersen, 
1990). We suggest that marked tonal changes 
tend to function as triggers for passive anticipa-
tory attention to associated grammatical struc-
tures. 

Markedness and word accents 
An example of the relation between markedness 
and need for increased attention to certain fea-
tures of the speech signal is constituted by Swe-
dish word accents. Stressed Accent 2 syllables 
have a high tone, whereas stressed Accent 1 
syllables have a low tone (HL*) (Bruce, 1977). 
High tones would generally be thought to be 
more marked than low tones, since they involve 
faster vocal fold movement. Moreover, since the 
Accent 2 H*L tone falls through the stable 
spectral state of the vowel of the stressed sylla-
ble, it can be expected to be perceived more 
saliently than the Accent 1 fall, which occurs 
earlier, in the pretonic syllable. Because of its 
association with the pretonic syllable, the Ac-
cent 1 HL* is likely to be realized phonetically 
by a fall through segments with more rapid 
spectral change and therefore not be perceived 
as saliently as the Accent 2 movement (House, 
1990). In other words, Accent 2 can be consid-
ered to be the phonetically marked accent. 

According to the reasoning above, the phonetic 
markedness of Accent 2 could be expected to 
draw listeners’ anticipatory attention to certain 
upcoming grammatically relevant aspects of the 
speech signal. Riad (1998; 2009), following 
Rischel (1963), has suggested that Accent 2 is 
lexically associated with a certain class of suf-
fixes. Moreover, in Central Swedish, Accent 2 is 
the prosodic marker of compound words. Hence, 
it would seem likely that the marked Accent 2 
tone could activate rapid anticipatory attention 
to possible associated suffixes or compound 
words. 

Markedness and boundary tones 
Similar reasoning can be applied to other 
marked tonal patterns. Left-edge boundary tones 
in Central Swedish are realized by a high tone in 
the last syllable of the first prosodic word in 
main clauses (Roll, 2006; Roll et al., 2009; 
2011; Roll & Horne, submitted; Myrberg, 2010). 
The high left-edge boundary tone can be seen as 
a marked pitch excursion as compared to the 
alternative of not having a left-edge boundary 

tone. This marked tonal pattern can be expected 
to allocate anticipatory attention to the main 
clause structure it is associated with. As for 
right-edge boundary tones, these low (usually 
HL) patterns can, due to their relatively sudden 
decrease in pitch, be seen as a pitch excursion 
deviating from a ‘default’ slow downward F0 
drift.  Accordingly, these right-edge tones are 
associated with additional structural information 
as compared to their absence, i.e. the closure of 
a clause. 

Tonal turning points as attentional cues 
Since changes in pitch draw involuntary atten-
tion to them, the initiation of rises or falls, i.e. 
the phonetic turning points in F0-patterns 
(Bruce & Gårding, 1978) are likely to call for 
anticipatory attention. According to this ap-
proach, Central Swedish word accents have been 
analysed phonologically as HL* or H*L con-
tours which differ only in the timing of the fall 
in relation to the stressed syllable (Bruce, 1977, 
1987). However, in accordance with Bruce 
(2005), we assume that not only is the word 
accent fall relevant for word accent distinction, 
but also the rise to the H* in the Accent 2 LH*L 
pattern. We suggest that phonetic turning points 
in marked tonal patterns activate early anticipa-
tory attention to the linguistic structures they are 
associated with. In what follows, we will present 
neurophysiological as well as behavioural data 
supporting this view.  

Neurophysiological evidence 
Using Event-Related Potentials (ERPs), Roll, 
Horne, and Lindgren (2010) investigated the 
neurophysiological correlates of perceiving the 
rise in the LH*L pattern in words with Accent 2 
suffixes, e.g. minkar ‘mink+pl’, as compared to 
the fall in the corresponding singular forms with 
LHL* Accent 1 pattern e.g. minken ‘mink+sg’. 
An early positive deflection, interpreted as an 
effect on the P200 component, was seen in the 
ERPs for the Accent 2 rise (Fig. 1). P200 is an 
electrophysiological component thought to re-
flect early allocation of attention following de-
tection of behaviourally – or, in the case of lan-
guage, linguistically – relevant acoustic changes 
(Näätänen, 1992). Further, the effects of mis-
match between stem-tone pattern and suffix 
were investigated. Accent 2-associated suffixes 
yielded a late positivity, a ‘P600’ effect, when 
preceded by an Accent 1 tonal pattern on the 
stem, whereas Accent 1-associated suffixes were 
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Figure 1. Waveform (A) and F0 (B) for a sen-
tence containing an unfocused Accent 2 word 
(minkar ‘minks’) with matching (H*, black line) 
and mismatching (L*, gray line) word accent. 
Average Event-Related Potentials (ERPs) for 40 
similar sentences and 22 participants are shown 
for the frontal electrode FZ (D). Vertical dotted 
lines indicate critical word/Accent 2 rise onset 
(1) and suffix onset (2). The Accent 2 rise 
yielded a P200 effect. Following a mismatching 
L* stem tone, the Accent 2 suffix –ar gave rise to 
a P600 effect. The central to anterior distribu-
tion of the P200 effect is also presented (C). 
Data from Roll et al. (2010). 

unaffected by the preceding stem tone. The 
P600 reflects reprocessing of unexpected or 
incorrect structures. The results suggest a pro-
cess where the turning point identifying the 
onset of the marked high tone triggered alloca-
tion of early anticipatory attention to its associ-
ated suffixes (P200), leading to facilitated pro-
cessing of the suffix. In the absence of a marked 
stem tone, the suffix was not activated, which 
resulted in reprocessing of the word form 
(P600). 

High left-edge boundary tones also give rise to 
a P200 effect as compared to their absence (Roll 
et al., 2009; 2011; Roll & Horne, submitted). 
Thus, similar to Accent 2, the rise to the marked 
tone in the last syllable of a word is perceived as 
linguistically pertinent, and allocates attention to 
its associated main clause structure. Therefore, it 
reduces the P600 of the word inte ‘not’ in em-
bedded att ‘that’ clauses such as …att van-
dalerna intog inte Spanien ‘that the Vandals not 
conquered Spain’, where inte shows main clause 
word order following the verb intog ‘con-
quered’. The reduced P600 indicates that the 

left-edge boundary tone in the last syllable of 
vandalerna ‘the Vandals’ makes the main clause 
word order more expected in spite of the em-
bedded context. 

If the P200 reflects early allocation of attention 
cued by grammatically relevant tonal events, it 
should also be seen for marked falls in the ap-
propriate context. Effectively, Roll and Horne 
(submitted) found a P200-like positive effect 
even for HL right-edge boundary tones in the 
second noun (vännen ‘the friend’) in sentences 
like Lingvisten spöa’ vännen och fonetikern 
stöp/stort i ett uppgjort lopp ‘The linguist beat 
the friend and the phonetician fell/greatly in a 
set-up race’. The P200 was followed by a later 
positivity, interpreted as a Closure Positive Shift 
(CPS), showing closure of the first clause 
(Lingvisten spöa’ vännen ‘the linguist beat the 
friend’). It thus seems that in this case, the 
marked fall constituted by the right-edge bound-
ary HL pattern oriented attention to upcoming 
clause closure instead of clause continuation. 

Psycholinguistic evidence 
Support for the assumed phonetic markedness of 
Accent 2 has also been found in a response time 
experiment originally carried out to investigate 
the effects of tonal mismatch on the perception 
and interpretation of Central Swedish word ac-
cents (Söderström et al., submitted). Test stimuli 
consisted of short pronoun+verb utterances, with 
narrow focus placed on the pronoun so as to 
avoid the focal rise on the verb. The task was to 
decide as quickly as possible whether the verb 
was in the present or the past tense, i.e. either 
HAN röker (‘HE smokes’, Accent 1) or HAN 
rökte (‘HE smoked’, Accent 2) (see Fig. 2). Half 
of the stimuli had a stem tone/suffix mismatch. 
All stimuli were created by splicing together 
stems with suffixes. The hypothesis, based on 
the ERP research discussed above, was that 
words with an Accent 1 stem tone and Accent 2-
inducing suffix would be the most difficult to 
process, because there was no H* tone to cue the 
upcoming Accent 2 lexicalized suffix. This 
finding was replicated in the response time 
study: mismatched Accent 1 stems followed by 
Accent 2-inducing past tense suffixes were in-
deed the most difficult to process (Fig. 2). An-
other interesting finding was that non-mis-
matched (“correct”) Accent 2 words were more 
difficult to process as compared with non-mis-
matched (“correct”) Accent 1 words in general. 
This was taken as further support for 
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Figure 2. F0 curves for two Swedish utterances 
HAN läker ‘HE heals’ and HAN läkte ‘HE 
healed’, Accent 1 and 2, respectively (A). Mean 
response times for four conditions: ‘Pres’ = 
‘present tense’, ‘Pret’ = ‘past tense’, so that e.g. 
“PresAcc2” = present tense word with Accent 2 
associated with the stem (B). 

the idea that Accent 2 is the marked member of 
the opposition Aand that Accent 1 is unmarked. 
As already stated above, this could be explained 
by the fact that the H* Accent 2 tone is associ-
ated with more word forms as compared to Ac-
cent 1. A further finding in the response time 
study was that words with an Accent 2 stem tone 
mismatched with an Accent 1 suffix were also 
difficult to process, although less difficult than 
Accent 1 stem tones mismatched with Accent 2 
suffixes. An explanation for this is that many 
forms with Accent 2 including compound words 
are activated when an Accent 2 tone is heard, 
and must be deactivated when the Accent 1 suf-
fix is heard. 

Conclusion 
Results from the empirical studies discussed 
above support the idea that phonetically marked 
tonal patterns in Central Swedish (Accent 2, 
boundary tones) constitute important cues for 
anticipatory attention in speech processing. Both 
tonal markedness and F0-turning points related 
to Accent 2 and boundary tones are associated 
with frequent, well-defined linguistic structures 
(Accent 2 suffixes, compounds, initial and final 
clause boundaries) in Swedish. 
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Children’s perception of their modified speech – 
preliminary findings  
Sofia Strömbergsson 
Department of Speech, Music and Hearing, KTH 
 

Abstract 
This report describes an ongoing investigation of 4-6 year-old children’s 
perception of synthetically modified versions of their own recorded speech. 
Recordings of the children’s speech production are automatically modified so that 
the initial consonant is replaced by a different consonant. The task for the children 
is to judge the phonological accuracy (correct vs. incorrect) and the speaker 
identity (me vs. someone else) of each stimulus. Preliminariy results indicate that 
children with typical speech generally judge phonological accuracy correctly, of 
both original recordings and synthetically modified recordings. As a first 
evaluation of the re-synthesis technique with child users, the results are promising, 
as the children generally accept the intended phonological form, seemingly without 
detecting the modification. 
 

Background 
In children with speech sound disorders, the 
relation between speech perception and speech 
production is still not fully understood. Some 
children who produce a sound in error also have 
problems with the perception of the distinction 
between this sound and the sound that they 
substitute it for (Locke, 1980). Other children 
with the same speech deviance do perceive this 
error when others produce it, but still fail to 
perceive the same error in their own speech 
production (Aungst & Frick, 1964). This 
discrepancy between external perception (i.e. 
perception of other people’s speech) and internal 
perception (i.e. perception of one’s own speech) 
is common in children with speech sound 
disorders, but also in typical speech 
development (Kuczaj, 1983). 

Presenting children with recordings of their 
own deviant speech has been suggested as a way 
of increasing the children’s awareness that their 
speech is deviant and to stimulate self-
monitoring (Hoffman & Norris, 2005). Shuster 
(1998) presented children and adolescents not 
only with recordings of their own deviant /r/ 
productions, but also with corrected versions of 
the same recordings. The author hypothesized 
that the children would perceive the corrected 
versions as incorrect, and that this could explain 
why they persisted in producing /r/ in error. 
However, the results showed that the children 
judged both the deviant (original) /r/-recordings 

and the corrected (edited) /r/-recordings as 
correct, a finding that suggests that the 
children’s internal /r/ representations are too 
allowing. 

Although the data in Shuster (1998) did not 
support her hypothesis, the study is an example 
of how corrected recordings of deviant speech 
can be used to gain insight to children’s  speech 
perception in relation to their speech production. 
However, in Shuster’s experiment, the 
recordings were edited by hand, by LPC 
manipulation and subjective auditory analysis. 
Assumably, it would be even more valuable if 
the correction was generated automatically, as it 
would not only be time-saving, but it would also 
allow the speaker to receive immediate feedback 
to his/her speech production. Immediate and 
automatic modification of recorded deviant 
speech would also allow examination of the 
commonly held suggestion that when children 
with deviant speech monitor their own speech 
production, they perceive what they intended to 
produce, rather than the phonetic product of 
their intent (e.g. Locke & Kutz, 1975). 

A method for automatic re-synthesis of 
recorded child speech has recently been deve-
loped at KTH (Strömbergsson, 2011). Here, a 
unit selection approach is used to replace an 
initial voiceless plosive in a recorded speech 
sample by another voiceless plosive, retrieved 
from a recording of another child. However, 
although previous results from an evaluation of 
this re-synthesis method with adult listeners are 
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promising, a naturalistic setting with children as 
users puts higher demands on the technique, and 
would be more revealing of its potential use. 

Purpose 
The purpose of the present study is to evaluate 
the modified re-synthesis technique, by letting 
4-6 year-old children with typical speech judge 
phonological accuracy and speaker identity of 
their own modified speech. Later, the collected 
data will serve as control data in a planned study 
of how children with deviant speech perceive 
synthetically corrected versions of their own 
recorded deviant speech. 

 

Method 
At the time of writing, 9 children with normal 
hearing and typical speech and language 
development had participated in the study. The 
children were between 4 and 6 years old 
(ranging from 4;0 to 6;0, M = 61 months, SD = 
9.0 months). All children were recruited through 
pre-schools in Stockholm, and all had at least 
one native Swedish parent.  

All children participated in two 20-minute 
test sessions, in which they performed the 
following tasks:  

 
1. External discrimination (ED) 
2. Internal discrimination, modified speech 

(IDMod-direct) 
3. Test of Phonological Working Memory 

(PWM; Radeborg et al, 2006) 
4. Internal discrimination, modified speech 

– delayed (IDMod-delayed) 
5. Test of Reception of Grammar (TROG; 

Bishop, 2003) 
6. Assessment of phonological production 

(Fonemtestet; Hellquist, 1995) 
7. Internal discrimination, modified speech 

– speaker identity (IDMod-identity) 
 
Tasks 1-4 were performed in the first test 

session, and tasks 5-7 in the second session. 
Tasks 3, 5 and 7 are standard Swedish tests for 
assessment of speech and language abilities, that 
were used to ascertain that all participating 
children had age adequate speech and language. 
The experiment took place in a separate room 
with limited noise at the different preschools. 
The children were fitted with a headset and the 
experimenter with headphones to supervise the 
recordings and listening tasks. 

In the ED task, the children were presented 
with 2 original and 10 synthetically modified 
recordings of other children. These stimuli were 
used in a previous study (Strömbergsson, 2011), 
where adult listeners were in high agreement of 
their phonological accuracy. (Per item kappa 
was 0.85 or more for all selected items.) The 
task for the children was to judge the accuracy 
of each stimulus, by pointing either to a picture 
illustrating the word on the screen  when they 
heard the depicted word being said, or to a 
picture of a large X when they perceived the 
word as “wrong”. An example screen shot is 
presented in Figure 1. 

In the three IDMod tasks, a recording script 
of 8 words was used (see Appendix). In each 
IDMod task, the words in the script were 
repeated twice, resulting in 16 stimuli per task. 

 

 

Figure 1. The task setup for judging 
phonological accuracy. The children pointed to 
the rooster if they perceived the audio stimulus 
as “tupp” (rooster), and to the X-symbol when 
the perceived the stimulus as “wrong” or “not 
rooster”. 

In the IDMod-direct task, the children were 
recorded when producing the words in the 
script. Immediately after having recorded a 
word, the recording was either a) re-synthesized 
with a different initial consonant (6 stimuli), b) 
re-synthesized with a phonologically equivalent 
initial consonant produced by another child (6 
stimuli), or c) left unchanged (4 stimuli). (The 
number of stimuli beginning with /t/ and stimuli 
beginning with /k/ was equal in all three 
conditions.) The children were told that The 
Parrot would imitate what they had just said, but 
that The Parrot would not always get it right. 
The task for the children was to, for each word 
in the script, judge if The Parrot could say it 
“right” or “wrong”, in the same way as 
illustrated in Figure 1.  
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In the IDMod-delayed task, the children were 
again presented with the 16 stimuli that were 
recorded/generated in the IDMod-direct task. 
Again, their task was to judge if The Parrot’s 
production was “right” or “wrong”. 

The IDMod-identity task was designed to test 
whether the children could detect the synthetic 
modification of their recordings. In the same 
way as in the IDMod-direct task, the children 
were first recorded when producing a word, 
which then immediately was either a) re-
synthesized with a different initial consonant, b) 
re-synthesized with a phonologically equivalent 
initial consonant produced by another child, or 
c) left unchanged. This time, the children were 
told that The Imitation Monkey (“Härmapan”) 
would imitate what they had just said, but that 
he would only do it occasionally. The task for 
the children was to point to a picture of a child if 
they believed that the recording sounded exactly 
as they had produced it, or to a picture of The 
Imitation Monkey if they perceived the stimulus 
as being different from how they produced it. 

For the re-synthesis, a unit selection 
approach was used, with a speech database of 
1444 child recordings. Details are described in 
Strömbergsson (2011). 

 

Results 
The children’s performance on judging the 

phonological accuracy of original and re-
synthesized recordings of other children, the ED 
task, was high; the mean score was 94% correct 
(range 83% to 100% correct). Of the 108 
responses, only 6 were misjudged; all of these 
were responses to re-synthesized stimuli. 
Agreement among the children, as measured by 
Fleiss’ kappa, was 0.79.  

Overall, the children’s performance on 
judging phonological accuracy of original and 
re-synthesized recordings of their own speech 
was also high; the mean score on the IDMod-
direct task was 95% correct (range 88% to 100% 
correct), and on the IDMod-delayed task 93% 
correct (range 75% to 100% correct).  

Cohen’s kappa was computed to examine the 
test-retest reliability in the IDMod-direct and 
IDMod-delayed tasks, i.e. the extent to which 
the children gave the same response to the same 
items in the two different test conditions (direct 
vs. delayed). The resulting kappa of .83 
indicates high agreement. 

To explore whether the children performed 
differently on modified (impaired or un-

impaired) stimuli than on original stimuli, a 
Pearson’s  � 2-test was conducted. However, no 
such dependence was found, neither in the direct 
condition (p = .68, Fisher’s exact test, FET), nor 
in the delayed condition (p = .19, FET). (Since 
the number of misjudged original stimuli was 
smaller than 5 in both test conditions, Fisher’s 
exact test was used.) 

To explore the association between 
phonological accuracy of the stimuli and the 
children’s response accuracy, another Pearson’s  

� 2-test was conducted. This would reveal if the 
children performed differently on incorrect 
stimuli (i.e. modified impaired stimuli) than on 
correct stimuli (i.e. original recordings and 
modified un-impaired stimuli). However, this 
analysis showed no such dependence in the 
direct listening condition (p = .35, FET), 
whereas in the delayed listening condition, the 
dependence was significant (p = .02, FET). Of 
the 11 incorrect responses (of 144 responses in 
total), 8 were responses to impared stimuli. 

The children’s ability to detect whether a 
stimulus had been modified or not was targeted 
in the IDMod-identity task. However, at the time 
of writing, only 4 children had completed this 
task, which was considered insufficient for 
statistical analysis. An inspection of the present 
data, however, as displayed in Table 1, reveals 
that original recordings were always perceived 
correctly as un-modified, and that impaired 
stimuli were almost always detected as modified 
(21 of 24). Modified un-impaired stimuli, on the 
other hand, were almost always incorrectly 
percieved as un-modified (21 of 24). 

Table 1. The children’s accuracy in detecting 
stimulus modification. 

          Accuracy 

Stimulus type Wrong Correct Total 

Original   0 16 16 
Mod: correct 21   3 24 
Mod: impaired   3 21 24 
Total 24 40 64 

 

Discussion 
The study described here is still ongoing, and 
the results presented are preliminary.  However, 
as a first child evaluation of the re-synthesis 
technique, the results are promising, as they 
indicate that the children accept the intended 
phonological form of the  re-synthesized stimuli, 
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seemingly without detecting when re-synthesis 
has taken place. 

The children were able to judge phonological 
accuracy in original and re-synthesized speech 
with around 95% accuracy. As all participating 
children follow typical speech and language 
development, one might have expected 100% 
accuracy. However, there are some possible 
explanations to the children’s sub-optimal 
performance. One is, of course, that the re-
synthesis process might be disturbing. But 
although this might be a possible explanation 
when the children judge the phonological 
accuracy in recordings of other children (the ED 
task), it does not seem to be the case when they 
judge their own original and modified 
recordings (the IDMod-direct and IDMod-
delayed tasks). Here, the children’s performance 
is not dependent on whether the stimuli are 
original or modified recordings. Instead, there is 
a tendency in the children to misjudge impaired 
stimuli as correct. As a picture is shown when 
the children hear the stimulus, the children 
might be biased towards hearing what they 
expect to hear, i.e. the word that is depicted on 
the screen. Hopefully, more data will allow 
firmer conclusions. 

The children’s agreement on the external 
discrimation task is lower than the agreement 
among the adult listeners in Strömbergsson 
(2011). This might reflect a real difference 
between children and adults, but the difference 
might also level out as the number of 
participants increase. 

Although only few children had completed 
the modification detection task, the present data 
provides more support to the suggestion that the 
re-synthesis of recordings is too subtle for the 
children to perceive when the phonological 
identity of the initial consonant is unchanged. 
When the phonological identity is changed, 
however, the children almost always perceive 
the change. This is indeed promising for the 
intended use of the re-synthesis technique with 
children with deviant speech, as the idea is to 
generate convincing corrections of the child’s 
deviant speech; convincing in the sense that the 
speaker identity and naturalness of the utterance 
should not be affected, when the phonological 
form is altered. 

This ongoing experiment will continue with 
the inclusion of more children with typical 
speech and language development, and will also 
be extended to include children with deviant 
speech.  
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Appendix 
Orthography Transcription In English 

k /’ko:/ (the letter k) 

kaka /’k ��� ka/ cake 

kulle /’k � l � / hill 

kung /’k ��� / king 

tak /’t ��� � / roof 

tumme /’t � m� / thumb 

tupp /’t � p/ rooster 

tåg /’to:g/ train 
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Cortical N400-Potentials Generated by Adults 
in Response to Semantic Incongruities  
Eeva Klintfors, Ellen Marklund, Petter Kallioinen, Francisco Lacerda 
Department of Linguistics, Section for Phonetics, Stockholm University 

Abstract  
Eight adult participants were investigated in a pre-experiment for the future 
assessment of semantic N400 effects in children. The materials were words 
presented in semantically incongruent vs. congruent picture contexts. For example, 
the word duck was played while a picture of a tree was shown in the incongruent 
test condition vs. the word duck was played while a picture of a duck was shown in 
the congruent test condition. A larger N400 effect was expected in response to the 
incongruent audio-visual pairings. The results showed in time extended peak-to-
peak differences between congruent and incongruent audio-visual pairings at the 
centroparietal, parietal and parieto-occipital recording sites. This study was 
performed to validate the current materials to be used to answer questions on 
appearance of the N400 component in children. 
 

1 Introduction 
This pre-experiment on cortical responses to 
semantic incongruities in adults was performed 
within the project called “Early Development of 
Hemispheric Specialization for Speech 
Processing”1. The main aim of the project is to 
study establishment of language-related 
specialization in the brain and its specific links 
to different phases of language development 
early in life. Two EEG-studies 
(electroencephalography) are planned to be 
performed within the projocet: (1) Swedish 
materials, materials from a foreing language and 
“rotated speech” will be used to study 
lateralization of speech and its prosodic 
components in a developmental perspective in 
young children, and (2) Semantically 
incongruent audio-visual (AV) materials will be 
used to study the development of cortical 
activites that are likely to mediate semantic 
processing, as revealed by the so called N400 
incongruity effect.  

It is our goal that the basic research data 
collected from typically developing children will 
in future be applicable in establishing potential 
early signs of deviant language development in 
children with cognitive disorders, such as autism 
spectrum discorders (ASD).  

Thus, neurophysiological experiments with 
adults were performed as a first step to reach the 
project goals. The rationale for investigating 

                                                      
1 Financed by the Swedish Research Council.  

N400-potentials in response to semantic incong-
ruitites across the AV domains in adults is to 
verify use of ERPs in response to the current 
materials. Also these data function as a baseline 
against which results from typically, as well as 
atypically developing children may be tested.  

The adults in the current study were tested on 
auditory (A) and visual (V) materials in two test 
conditions: one using congruent, and the other 
using incongruent A-V pairings of objects.   

2 Background 
Emergence of linguistically induced semantic   
representations is known to appear during the 
second year of life (Bates et al., 1994). The child 
naming objects in its environment is naturally 
the most obvious demonstration of an indivual 
having conceptual compentence. However, the 
mechanisms involved in integration of meaning 
at a higher level are not well understood nor 
easily observed in children. These processes are 
presumably best investigated with help of 
imaging studies to complement results from 
behavioural studies.  
Event-related potentials (ERPs) are a series of 
positive and negative voltage deflections in the 
ongoing EEG that are time-locked to sensory, 
motor, or cognitive events. The ERP component 
called N400 (N indicating that the peak is 
negative at around 400ms after the stimulus) is 
presumably the best known evoked response 
potential that is sensitive to variations in the 
semantic contents of words and sentences 
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(Bentin & McCarthy, 1994; Hagoort & Brown, 
2002; Kutas, 1997). The N400 effect functions 
in the way that presentation of A-V pairings 
induce it in general, but the effect is strongest in 
response to incongruent materials (i.e. when the 
word presented is semantically incongruent with 
the  picture).   

What is known about the N400 effect in 
adults and children? First, semantically 
anomalous, relative to well-formed sentences 
produce a larger N400 effect both in children 
and adults (N=130, 5 to 26 years) (Holcomb, 
Coffey, & Neville, 1992). Yet N400 activation 
in younger children (5 to 14 years) is widely 
distributed, including the midline frontal och 
frontalcentral recording sites, relative to 
activation in adults and older children where it is 
limited to posterior areas only. Second, the 
N400 amplitude may be significantly higher for 
children (5 to 13 years) relative to adults. In 
addition, significant effects for delayed peak 
latency and extended duration of the effect in 
children are found (Atchley et al., 2006; 
Friederici & Hahne, 2004; Juottonen, Revonsuo, 
& Lang, 1996). In young infants, semantic 
processing mechanisms indexed by N400 are 
suggested to be present at 14 and 19 months of 
age (Friedrich & Friederici, 2004; Friedrich & 
Friederici, 2005).  

2.1 The aim of the current study 
The present study investigates adult N400-
response using a child-adapted experiment 
design, creating a baseline for future studies. A 
picture-word paradigm with coloured pictures of 
familiar objects and slowly spoken words, either 
naming the object in the picture (A-V congruent 
condition) or naming another object (A-V 
incongruent condition) is used. The latter 
condition is expected to elicit the most 
significant N400-responses (see Figure 1). The 
distribution of N400 is expected to be maximal 
at posterior midline scalp locations, in specific 
the centroparietal (CPz), parietal (Pz), and 
parieto-occipital (POz) sites. 

3 Method 
The participants were 8 native speakers of 
Swedish (3 male and 5 female). Mean age was 
32 years, ranging from 21 to 55 years. Seven of 
the participants were right-handed and all of 
them reported normal hearing. One of the 
participants was familiar with the materials and 
the research question of the study. The stimuli 

consisted of cartoon-like pictures of objects, and 
recordings of the labels (words) of the objects 
(figure 1). 

 

Figure 1. Examples of experiment trials. The 
word was uttered 1000 ms after the picture. The 
two middle trials belong to the congruent 
condition (audio and video match) and the top 
and bottom trials belong to the incongruent 
condition (audio and video do not match). Trials 
were presented in random order. 

In earch trial, the picture was first presented, and 
after 1000 ms, the label was presented. In the 
congruent condition the picture of the object was 
paired with the correct label. In the incongruent 
condition, each picture of an object was paired 
with an incorrect label, controlled so that the 
correct label for the image and the incorrect 
label used differed in their first phonemes, with 
regards to articulation-type and voicing. A total 
of 48 object labels were used in the study, each 
presented once in the congruent condition and 
once in the incongruent condition, resulting in a 
total of 98 trials. The trials were presented in 
random order. The words were chosen from the 
Swedish Early Communicative Developmental 
Inventory (SECDI; Eriksson & Berglund, 1996) 
for compatibility with future infant studies, in 
which age-appropriate words will be chosen. 
The words were read by a female native speaker 
of Swedish and recorded in an anechoic 
chamber. The materials were digitally saved to a 
hard drive, segmented and manually matched for 
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loudness. Single word duration ranged from 526 
to 1178 ms.  

A net of electrodes was placed on the 
participant’s head, and stimuli were presented 
using a computer screen and loudspeakers. 
Participants were asked to listen attentively to 
the stimuli, but were given no explicit task. The 
experiment session lasted approximately 14 min. 

3.1 Data preparation 
Net Station tools cleaned the data with a band 
pass filter from 0.3–30 Hz noise, segmented the 
responses into 96 segments of 1100 ms each 
(100 baseline before stimuli onset, 1000 ms after 
stimuli onset), and removed unusable channels 
and segments (e.g. eye blinks) before collating 
segment averages across stimuli conditions, and 
referencing the EEG-voltage measurements to a 
baseline prior to stimuli onset. 

4 Results  
Two participants (N=2) were excluded from the 
analysis based on the characteristic brain wave 
response, known as P300, often elicited by an 
infrequent, task-relevant stimulus. The P300 
effect is present for participants number 3 and 6  
illustrated by the upgoing thin line 
corresponding to semantically incongruent trials 
towards the end of the wave in Figure 2.   
 

 

Figure 2. The P300 effect, considered to reflect 
response to non-standard items intermixed with 
high-probability items, is illustrated by the up-
going thin line for participant number 3 and 6. 

Figure 3 displays average ERPs elicited by 
congruent (thick lines) vs. incongruent (thin 
lines) trials for the participants (N=6) included 
in the analyses. The time period begins at 0 ms 
corresponding to the stimulus onset and ends 
1000 ms post-stimulus. Waveforms for five 
electrode sites are depicted (Fz=11, FCz=6, 
CPz=55, Pz=62 and POz=72) to highlight the 
scalp distributions for the N400 waveforms. The 
incoruity effect, illustrated by the diverging 
wave-forms, was most prominent at the 
cenroparietal (CPz=55), parietal (Pz=62), and 
parieto-occipital (POz=72) sites. The 
incongruity effect was present approximately 
within 300 to 800 ms at the CPz (55), and within 
200 to 800 ms at the Pz (62) and POz (72).     
 

 

Figure 3. Averaged ERP wave-forms generated 
by the congruent (thick lines) vs. incongruent 
(thin lines). The short vertical marks along the 
time line correspond to 400 ms and 800 ms post 
stimulus. The N400 effect is most prominent 
(illustrated by the diverging wave-forms) within 
300 to 800 ms at the CPz=55, and within 200 to 
800 ms at the Pz=62 and POz=72 eclectrodes. 
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5 Discussion 
As shown in previous studies, adult participants 
(N=6 of total N=8) in the current study elicited a 
N400 effect in response to semantic 
incongruities at the midline posterior scalp 
locations.  

Two participants were excluded from the 
analysis based on a prominent P300 effect that 
was suspected to cancel out their N400 
incongruity effect.  We used this rejection 
criterion because P300 is thought to reflect 
processes involved in stimulus categorization. 
For example, P300 is often elicited in response 
to low-probability target items that are inter-
mixed with high-probability non-target (or 
"standard") items. In the current study the 48 
pictures of objects shown once in the congruent 
condition and once in the incongruent condition 
presented in random order. Despite of the fact 
that the congruent vs. incongruent trials were 
presentend in random order, we suspect that 
subsequent presentations of “standard” 
congruent stimuli might for the participants in 
question have caused a P300 effect in response 
to seemingly novel low-probability incongruent 
trials. In the current experiment participants 
were asked to listen attentively to the stimuli, 
but they were not given any explicit task. In 
future studies P300 effect is presumably best 
eliminated by giving participants a pseudo task 
to perform (such as to press a button in response 
to every fifth trial).   

 The current study is a pre-experiment on 
eight adult participants to study N400 effect in 
children. Therefore it is premature to speculate 
on implications of the results given the obvious 
need for replication and extension of the current 
research. Also, additional analyses of cortical 
responses within the incongruent condition are 
to be performed on animate vs. inanimate 
objects. However, if these results prove robust 
then they could be very informative and 
function as a baseline for N400 studies in 
children with typical language development vs. 
in children with ASD.  

Typically developing infants are expected to 
have a higer N400 component amplitude, more 
delayed component latency, and more widely 
distributed scalp distribution relative to adults. 
The onset of speech and other linguistic 
milestones are typically delayed in children with 
ASD. Autism is of particular interest in this 
project because it offers the opportunity of 
testing a theoretical perspective proposing that 

correlated sensory information is the very key to 
the development of linguistic referential 
function. The activation pattern found in 
typically developing children is not expected to 
show as clearly (if at all) in children with ASD. 
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