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CHAPTER 4  

Exploring non-understanding recovery 

Despite the many sources of uncertainty in spoken communication, humans have a remark-
able capability of adapting to difficulties and collaboratively prevent, detect and recover from 
problems. How can this seemingly smooth handling of uncertainty and miscommunication in 
human-human dialogue be transferred to human-computer dialogue? In this chapter, an ex-
periment on human-human communication is presented, where the human error recovery 
strategies employed after miscommunication are explored and analysed. 

4.1 Methods for exploring human error handling 

One approach to explore human error handling strategies is to look at problems as they occur 
in human-human dialogue, and transfer this knowledge to human-computer dialogue. There 
are two potential problems with this approach. First, human-computer dialogue and human-
human dialogue have been shown to have different properties (Fraser & Gilbert, 1991). This 
is partly due to the user’s idea of the system not being a human, and partly due to the limita-
tions of the system’s conversational capabilities. A second less obvious problem is that the par-
ticipants’ actual understanding of what is said is not always transparent when analysing the 
dialogue. Just because a speaker does not give any sign of non-understanding does not neces-
sarily mean that every word was understood correctly. 

4.1.1 The Wizard-of-Oz method 

In order to design dialogue systems that can handle the varieties of situations that occur in 
human-computer dialogue – such as miscommunication – data of such interaction needs to be 
collected. A method that is commonly used to collect such data before a dialogue system is 



Chapter 4. Exploring non-understanding recovery 

66 

actually built is the Wizard-of-Oz method, where an operator (the “wizard”) is simulating 
parts of the system, most often assuming a perfect speech recogniser (Fraser & Gilbert, 1991). 
The user is not told about this setup and is supposed to believe that she is interacting with a 
computer. A typical Wizard-of-Oz setting is shown in Figure 4.1. 

  

Figure 4.1: A typical Wizard-of-Oz setting. 

The advantage compared  to studying human-human dialogue is that people will act as if they 
spoke to a computer. The problem concerning studies of error handling is that it is hard to get 
an accurate account of what happens when speech recognition errors occur, since they are of-
ten ignored when the experiment is conducted. The optimistic assumption tends to be that 
these things can be added later on when the rest is solved, or that the problem will disappear 
automatically as speech recognisers get better. One approach to get data on miscommunica-
tion is to simulate errors, for example by randomly substituting words in the input. But, as 
Fraser & Gilbert (1991) points out, this is an almost impossible task in a Wizard-of-Oz envi-
ronment. First, the wizard is working under time pressure and it may be hard to make the 
right substitutions while controlling other components. Second, the kind of errors that really 
do occur are hard to simulate. Just substituting random words may be too simplistic a model. 
Out-of-vocabulary words will often give rise to unexpected results, as the speech recogniser is 
trying to fit what has been said into the language model using in-vocabulary words. Another 
approach considered by Fraser & Gilbert (1991) is using a speech recogniser as a filter between 
the user and the operator, but they argue that it would be too hard for the operator to read the 
speech recognition results, and that the poor speech recognition performance would constrain 
the dialogue too much. Paek (2001) suggests that a speech recogniser could be used in a Wiz-
ard-of-Oz setting to establish a gold standard for other components, which are simulated by 
the operator.  
A fundamental assumption behind the Wizard-of-Oz-method is that users are thought to 

behave differently when talking to a machine compared to talking to a human (Dahlbäck et al., 
1993). There are two reasons for this. First, the system has conversational limitations that will 
constrain the dialogue. Second, the user has a model of the interlocutor that will affect the 
linguistic constructs used. Many studies that compare human-human and human-wizard con-
ditions (see Fraser & Gilbert, 1991 for an overview) do not make this distinction and these 
variables are not controlled systematically and independently of one another. Thus, they do 
not tell us which one of them is important for the differences that appear. However, in an 
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experiment conducted by Amalberti et al. (1993), the effect of the user’s conceptions about 
the other speaker was tested independently of the limitations of the system. Two groups of 
subjects were asked to obtain information about air travel via spoken dialogue with a remote 
travel agent. One group was told that they were talking to a computer, while the other was 
told that they were talking to a human operator. In both cases, the voice of the operator was 
distorted. The amount of distortion was carefully tuned, so that the human group could be 
told that they were testing communication through a noisy channel, while the other group 
were told that they were talking to a computer. Thus, the experimental setting was exactly the 
same for the two groups, apart from their conceptions about the other speaker. The results 
showed that there were differences in the users’ linguistic behaviour. However, the differences 
were most noticeable initially, and a lot of differences tended to disappear in subsequent ses-
sions. Furthermore, the differences that were found between the groups were mainly related to 
problem solving, where the users in the human group were more cooperative towards the op-
erator. This suggests that the experience the user has of a system will affect the user’s behav-
iour in future interactions. If users are faced with more cooperative systems, they may start to 
take advantage of this. In order to make advances in the development of dialogue systems, it 
could be dangerous to adapt to users’ current beliefs of the capabilities of such systems, espe-
cially users who have a very limited experience of them. 
This leads us to another problem concerning explorative Wizard-of-Oz experiments. Nu-

merous studies show that the behaviour of a dialogue system has great impact on the user’s 
behaviour (e.g., Brennan, 1996; Gustafson et al., 1997; Skantze, 2002). Thus, the way the 
wizard acts will influence the data that is collected. This can be a problem, since the collected 
data might be based on a priori assumptions about the users’ behaviour and how a system is 
supposed to react to them, and might not cover other, unanticipated interaction patterns. Us-
ing a speech recogniser in a controlled Wizard-of-Oz setting would also make it hard to pre-
scribe how the operator should behave depending on different levels of comprehensibility.  
All in all, it seems as if the Wizard-of-Oz method might be difficult to use for studying er-

ror handling strategies, even if a speech recogniser is included in the setting, unless the ex-
perimenter has a very clear idea of the different errors that will occur and which specific error 
handling strategies should be tested. In order to deceive the subject, the wizard must work fast 
and accurately. This does not only require a good design of the experimental setting and op-
erator environment, but also much training of the operator. Since the method is very costly to 
perform, it may be unfeasible to use it for conducting more explorative experiments on such 
strategies.  

4.1.2 The proposed method 

In the experiment presented in this chapter, two humans were given a task to solve by speak-
ing to each other. To introduce errors, a speech recogniser was used in one direction, so that 
the listener could only read the speech recognition results. The problems of miscommunica-
tion that these errors give rise to, and the effects they have on the dialogue and the subjects’ 
experience of it, have been analysed.  
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This approach has three advantages. First, the speech recogniser imposes some limitations 
similar to those of a dialogue system, which makes the dialogue more similar to human-
computer dialogue. Second, the kind of errors that occur are probably more similar to those 
that occur in spoken dialogue systems than those that occur in ordinary human-human dia-
logue or those that may be simulated in Wizard-of-Oz studies. Third, since the operator’s un-
derstanding is limited to that of the speech recognition result, the level of understanding is 
more transparent when analysing the dialogue. 

4.2 Experimental method 

4.2.1 Experimental setting 

The goal of this experiment was to get clues as to how errors may be handled in spoken dia-
logue systems, not to test specific error handling strategies. The task was chosen to resemble 
that of a fairly complex spoken dialogue system and the two subjects were given the role of 
operator (corresponding to the “dialogue system”) and user. The operator could not hear what 
the user said, and had to read the speech recognition result from a screen. A number of differ-
ent naive operators were used in order to get varied data on error handling strategies. As op-
posed to the Wizard-of-Oz method, the operator was treated as a subject as well and the users 
were openly informed about the setting.  
As discussed previously, the problem of transferring results from human-human studies to 

human-computer dialogue has been shown to depend mainly on the limitations that real sys-
tems impose on the dialogue. In the current study, the users were told that a speech recogniser 
was used, and were therefore aware of the fact that complex utterances might not get through. 
Since speech recognition is regarded as the bottleneck of most complex spoken dialogue sys-
tems, the results of this study may be more easily transferred to dialogue systems than results 
taken from ordinary human-human dialogue.  
One thing that does differ between human-human and human-computer dialogue, even 

when the channel is equally noisy in both cases, is the amount of common ground that the 
speakers have before engaging in the conversation. To minimise common ground, the opera-
tor and the user were not allowed to meet before or during the experiment. However, both 
subjects were fully informed about the experimental setting. A challenging issue for the setting 
is how the operator should reply, provided that user should not be allowed to form any as-
sumptions about the operator. One possibility could be to let the operator type a message, 
synthesize it and play it back to the user, using a text-to-speech system. However, pilot studies 
showed that this would be too slow, and that the operator might behave in a “lazy” way, not 
typing the whole message as it would have been spoken. Another solution could be to let the 
operator choose or compose the answer from a set of templates, but this would restrict the 
operator’s output, and unexpected behaviour would not be captured. The proposed solution is 
to let the operator speak freely and distort the speech through a vocoder. The final setting is 
illustrated in Figure 4.2. 
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Figure 4.2: The setting used in the experiment. 

It should be noted that this experimental setting lacks the control that the consistent behav-
iour of a trained operator would give. Still, this method may be good for explorative studies, 
which aim at finding new ideas on dialogue behaviour, and especially on how error situations 
could be handled.  

4.2.2 The dialogue domain 

The domain selected for the experiment was pedestrian navigation on a simulated campus. In 
this domain, the user’s goal is to get to a specific location and the dialogue system (in this ex-
periment the operator) is used to get directions. The system (operator) does not know where 
the user is, and must rely on the user’s descriptions of the environment. Dialogue about route 
descriptions have been studied extensively in so-called Map Task experiments (see Anderson et 
al. (1991) for a description of a corpus, and Brown (1995) for an extensive analysis). The 
question is to what extent these data are applicable to dialogue systems for navigation, since 
the user (the “follower” in Map Task) has access to the whole map and can talk about absolute 
directions (such as “north”, “south”, “up” and “down”). For this experiment, a simulation 
environment, which is described in the next section, was built to prevent the user from using 
such information. Although miscommunication has been studied in Map Task experiments 
previously (Brown, 1995; Carletta & Mellish, 1996), such experiments have not, to our best 
knowledge, been conducted using a speech recogniser.  

4.2.3 Experimental design 

4.2.3.1 Subjects 
16 subjects were used, 8 users and 8 operators, ranging in age from 16 to 42 years. All subjects 
were native speakers of Swedish. The subjects were paired in groups of operator/user. There 
were 8 women and 8 men, equally balanced as operators and users. Users with low to medium 
computer experience were chosen (to represent ordinary users), while the operators were cho-
sen with a somewhat higher computer experience and some experience of speech technology, 
on the assumption that this would make the learning of the operator interface faster. However, 
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since the purpose of the study was to collect data on “natural” human error handling, people 
with experience in dialogue system design were not used as operators. 

4.2.3.2 Scenarios 
The users were given the task to get from one department to another on a simulated campus. 
The operators’ task was to guide the users. The operators had access to a map showing the 
entire campus to help them with their task. In order to solve the task, the users had to state the 
goal and continuously describe their current location. When guiding the users, the operators 
had no direct access to their position, but had to rely on their descriptions of surrounding 
landmarks. Five different scenarios were given to each pair of subjects, which resulted in 40 
dialogues. The order of the scenarios was changed and balanced between pairs, so that general 
trends after several sessions could be studied independently of scenario.  

4.2.3.3 Material 
A system for handling the simulation of the campus and for managing the communication 
between the subjects was built. The user’s and the operator’s interfaces to the systems are 
shown in Figure 4.3. 
 

 

Figure 4.3: The user’s interface to the left and the operator’s interface to the right. 
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At the bottom of the user’s screen (A), the scenario was presented. Only a small fraction of the 
map (B) surrounding the current position was shown (seen from above). The user moved 
around on the campus by using the arrow keys on a keyboard. When the user changed direc-
tion, the whole map rotated, so that the user always was facing “up”, which made it hard for 
the subjects to talk about “up”, “down”, “north” or “south”. Instead, they had to use land-
marks and relative directions.  
The operator’s map (C) was identical to the user’s, except for some street names that were 

missing on the user’s map. The operator could easily look up where the departments were 
located (D). The user’s position was not shown on the operator’s map, so the operator had to 
rely on the user’s descriptions of the environment. On each screen, there was a legend explain-
ing the landmarks, such as trees, parking places and brick buildings (E).  
Both the user and the operator were wearing headsets and a push-to-talk mechanism was 

used. The operator’s speech was processed through a vocoder and played back directly to the 
user. The processed speech was fairly easy to understand, according to post-interviews. How-
ever, a lot of prosody was distorted, and the users could not tell whether they listened to a 
male or female voice. 
The user’s speech was recognised by a speech recogniser and the recognised string was dis-

played on the operator’s screen (F). An off-the-shelf speech recogniser was used with built-in 
acoustic models of Swedish. A bigram language model was used, trained on a small corpus of 
invented dialogues and transcriptions from pilot studies. The vocabulary was of about 350 
words. As Fraser & Gilbert (1991) points out, using speech recognition in a Wizard-of-Oz 
setting might be tough for the operator, since the recognition result may be hard to present 
and interpret. In this experiment, the words were coloured in greyscale according to each 
word’s confidence score, in order to make them more easily readable, allowing the operator to 
get an immediate and overall understanding of the confidence scores of the words. Words that 
were coloured in darker tones had higher confidence scores, while lighter tones reflected lower 
confidence scores. Since the operator could not hear the user, an indicator on the screen 
showed whether the user was speaking or not, in order to facilitate turn taking.  

4.2.3.4 Procedure 
The user and operator were informed separately about the experiment and the setting, and the 
respective computer interfaces were explained to them. After the instructions, the subjects 
were placed in different rooms and were not allowed to see each other until the experiment 
was over. They got no information about each other before the experiment. During the ex-
periment, the conductor of the experiment was sitting behind the operator and could see what 
the operator was doing and hear what the participants said (using headphones). The conduc-
tor also assisted in answering any technical questions about the system from the operator dur-
ing the experiment. The user was sitting alone. The task was interrupted if the subjects did not 
complete it within ten minutes. There were no instructions on who should start the conversa-
tion, who should take the initiative and “lead” the dialogue, or on possible error handling 
strategies.  
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Table 4.1: Example annotation. The columns denote (from left to right): the speaker (Operator 
or User) and utterance id, the utterance (in case of a user utterance, first the recognised utter-
ance and then the transcription in italics), the understanding, and the dialogue act label. All 
examples are translated from Swedish. The confidence shading of the words in the speech 
recognition results have been transferred to the corresponding English words in the transla-
tion. 

Turn Utterance Und. Dialogue act 

O.a1 Take to the right in the crossing and continue. You 
will have a gravel pitch on your right and then a 
concrete building and then you will get to a crossing 
and you can stop there.  

 ASSERTROUTE 

U.a2 I AM THERE 

(I am there.) 
FULL ASSERTPOSITION 

O.a3 Okay, then continue, eeh let’s see, the concrete 
house that you have on your right side when you 
have passed the crossing and continued straight 
forward, well you should pass it and then you 
should take to the right directly after that house. 

 ACKNOWLEDGE 
ASSERTROUTE 

U.a4 NUMBER FOUR NINETEEN HOUSE NUMBER FIVE 

(number ten in the corner of the house, should I 
round it?) 

MIS REQUESTROUTE 

O.a5 Number nineteen is Machine Construction.  ASSERTROUTE 

U.a6 AT A GRAVEL PITH WITH THIRTEEN 

(At a gravel pitch. Am I right then?) 
PARTIAL ASSERTPOSITION 

REQUESTROUTE 

O.a7 Okay, then there is a little problem, I must check, 
wait a moment. 

 ACKNOWLEDGE 
ASSERTPROBLEM 
REQUESTACTWAIT 

    

U.b1 HELLO ELEVEN TWENTY ONE TWELVE  

(Yes I am there and where shall I go now?) 
NON ASSERTPOSITION 

REQUESTROUTE 

O.b2 Repeat  REQUESTACTREPEAT 

U.b3 ELEVEN COME TO A WOODEN BUILDING TWENTY 

NINETEEN 

(eeh now I have come to the wooden building how 
should I go then?) 

PARTIAL ASSERTPOSITION 
REQUESTROUTE 

    

O.c1 Do you have a brick building on your right?  REQUESTPOSITION 

U.c2 WHAT HEARD  
(Yes I have.) 

NON YES 

O.c3 Do you have a brick building on your right?  REQUESTPOSITION  
(REPEAT) 

U.c4 WHAT HAS  
(Yes I have.) 

NON YES 

O.c5 What else can you see than the wooden building?  REQUESTPOSITION 
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After each scenario, the subjects filled out a questionnaire about the interaction. The ques-
tionnaires consisted of a number of statements, for each of which the subjects stated to what 
extent they agreed. The set of statements were somewhat different for the operators and the 
users. Only one of the statements from the users’ questionnaire is discussed in this chapter: 
“we did well in solving the task”. There was a choice of seven levels of agreement, ranging 
from “strongly disagree” to “strongly agree”. After the whole experiment, both user and opera-
tor were interviewed. For the users, the questions mainly concerned how well they thought 
that they had been understood and if they had understood the vocoder. 

4.2.3.5 Data analysis  
All utterances of the users and operators were transcribed and manually annotated. Each utter-
ance was annotated with regard to which dialogue acts it contained and how well it was under-
stood. Some annotation examples are given in Table 4.1. The annotation schemes used are 
described below and presented in Table 4.2 and Table 4.3. 

Table 4.2: The dialogue act categories. 

Label Example 

REQUESTGOAL Where do you want to go? 

ASSERTGOAL I want to go to the department of machine construction. 

REQUESTPOSITION Can you see a wooden building? 

ASSERTPOSITION I have a tree to my left and a concrete building to my right. 

REQUESTROUTE How should I go now? 

ASSERTROUTE After the building, you should take to the left. 

SIGNALNONUNDERSTANDING I do not understand. 
Please repeat. 
What did you say? 

REQUESTREADY Are you ready? 

ASSERTPROBLEM There seems to be a problem. 

REQUESTACTWAIT Please wait. 

ASSERTACTWAIT I am waiting. 

ACKNOWLEDGE Okay 
Yes 

NO No 

GREETING Hello 

THANKS Thank you. 

 
 
The dialogue act scheme, as presented in Table 4.2 above, was not intended to be general. 
Instead, it was constructed to cover the most frequent types of dialogue acts in the current 
experiment. The purpose of annotating dialogue acts was to find relations between these and 
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the understanding of utterances. Unlike more general schemes (such as those discussed in 
2.2.1), distinctions were also made between questions and assertions concerning different sub-
tasks in the domain, such as establishing a goal, finding out the users’ positions and giving 
directions. No distinction was made between assertions and answers (which can be seen as a 
subset of assertions), since this would introduce unnecessary ambiguity, especially as there was 
a lot of miscommunication. The dialogue acts were encoded based on the spoken, not the 
recognised, utterances.  
Each user utterance was also annotated with regard to how well it was immediately “un-

derstood” by the operator. “Understood” here means that the operator continued the dialogue 
with one interpretation, knowing that it may turn out to be incorrect. It does not necessarily 
mean that that the operator believed in the interpretation. For example, a clarification ques-
tion from the operator such as “do you have a tree on your left?” shows that the operator un-
derstands that there is a tree on the left from the previous utterance. Based on the user’s reac-
tion to this question, the operator may later reject this interpretation. However, it is still anno-
tated as (partially) understood or misunderstood, since this was the immediate interpretation. 
To estimate the level of understanding, the speech recognition result and the operator’s reac-
tion to the utterance were considered. The degree of understanding was classified into four 
categories, presented in Table 4.3. 

Table 4.3: The degrees of understanding each user utterance was annotated with. 

Label Meaning 

FULL Full understanding: The full intention of the utterance was understood. 

PARTIAL Partial understanding: Only a fragment or a part of the full intention was under-
stood. 

NON Non-understanding: No part or fragment of the intended message (with the pos-
sible exception of a single vague word) was understood. 

MIS Misunderstanding: The operator continued with an interpretation that was not in 
line with the user’s intention. 

 
 

Of course, the annotator had no direct access to the speaker’s intention for each utterance. 
However, the interpretation was highly constrained by the task context. If there were speech 
recognition errors that could lead to misunderstanding, these were only marked as misunder-
standing if the operator seemed to continue with an interpretation of them. An example of 
this is utterance Ua.4 in Table 4.1. The utterance Oa.5 suggests that the operator interprets 
the word “nineteen” as correct, so Ua.4 is classified as a misunderstanding. In contrast, there is 
nothing in utterance Oa.7 or Ob.2 (or subsequent utterances) that suggests that the previous 
utterance was misunderstood (in this sense), even though there are many misrecognised words. 
The data was transcribed and annotated by one main annotator. To check the reliability of 

the annotation scheme used, two other persons annotated 1/5 of the dialogues (i.e., full dia-
logues, randomly selected). The annotators were instructed to annotate according the defini-
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tions of understanding, understanding levels, and dialogue acts, as they are described above. 
For dialogue acts, the main annotator agreed with one of the other annotators in 99.1% of the 
cases and with both of them in 97.5% of the cases. For the understanding levels, the scores 
were 94.9% and 89.8%. The most common disagreement was between partial and full under-
standing. These figures were judged good enough to base the analysis on the main annotation.  

4.3 Results 

4.3.1 General results 

The 40 dialogues resulted in 736 user utterances (18.4 per dialogue on average). The mean 
utterance length was 6.7 words. 80% of the 40 scenarios were solved within ten minutes. As 
expected, there were a lot of errors in the recognition results – about 42% word error rate 
(WER) – due to the users’ unrestricted speech and the fact that the bigram language model 
used was limited: 250 training utterances with a vocabulary of 350 words and 19 classes. 7.3% 
of the words used were out of vocabulary. There were large individual differences in terms of 
understanding. The different operators’ average understanding is shown in Figure 4.4. In the 
rightmost bar, the average understanding for all subjects is shown.  
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Figure 4.4: The different operators’ average understanding of the users’ utterances across all 
five sessions. The rightmost bar shows the distribution for all operators. 

As can be seen in the figure, very few of the utterances resulted in misunderstanding. This 
means that when misrecognitions occurred, the operators were very good at deciding which 
words were correct and which were not. When there were a lot of misrecognitions, this re-
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sulted in partial understanding or non-understanding, instead of misunderstanding. Thus, the 
operators were very good at error detection. More than 50% full understanding in general may 
seem to be high compared to the high WER. However all words do not have to be correct for 
full understanding. Moreover, the WER was not equally distributed between utterances. Some 
had very low WER and some very high. 
In order to find out whether the subjects improved at the task during the five sessions, a 

trend analysis was tested on several factors. As shown in Figure 4.4, there was a large between-
pair variance, which makes it hard to find general trends. However, it turned out that the pro-
portion of non-understanding and the number of user utterances (a measure of the length of 
the dialogue) changed after subsequent sessions (one-way repeated measures ANOVA; p<0.05). 
An analysis of polynomial contrasts showed that both variables decreased in a linear fashion. 
The trends are shown in Figure 4.5. 
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Figure 4.5: The average number of user utterances and proportion of non-understanding in 
each dialogue, as they decrease after subsequent sessions.  

The post interviews revealed that, despite the numerous non-understandings, the users in gen-
eral experienced that they were almost always understood. It turned out that in many cases, 
instead of signalling non-understanding – which may seem like the obvious choice – the op-
erators employed other strategies. 
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4.3.2 Strategies after non-understanding 

The operators’ strategies after non-understanding were divided into three categories: SIGNAL-
NONUNDERSTANDING, ASSERTROUTE and REQUESTPOSITION. The three groups were of 
approximately equal size.  

4.3.2.1 SIGNALNONUNDERSTANDING 
This category includes all reactions to non-understanding where the operator somehow sig-
nalled that the utterance was not understood. This includes explicit requests for repetition 
(“please repeat”, “what did you say”), assertions of non-understanding (“I didn’t understand”), 
and repetitions of the same utterance (O.c1-O.c3 in Table 4.1 is an example of a repetition). 
Consider the following example: 
 

(40) U.d1: WEST WITH (that’s right) 
O.d2: Please repeat what you said. 
U.d3: THAT THERE WITH (that’s right) 

 
In the example, the problem with the recognition is that the expression “that’s right” isn’t 
covered by the language model. Therefore, the repetition doesn’t lead to a recovery from the 
problem. Example U.b1-U.b3 in Table 4.1 is an example where the request for repeat instead 
triggers the user to rephrase, which leads to a minor recovery (partial understanding). 

4.3.2.2 ASSERTROUTE 
This category contains all reactions to non-understanding where the operator gave a new route 
description without any of the signals of non-understanding mentioned above. Here is an ex-
ample: 
 

(41) O.e1: Continue a little bit forward.  
U.e2: STREET THAT THERE HOUSE (past the wooden house?) 
O.e3: Now, walk around the wooden house. Take left and then right. 

 
The only thing that the operator seems to rely on, in this example, is something about a house. 
Since it is impossible to interpret what the user is trying to say and since the word house does 
not contribute much (in this domain) to the understanding, this has been classified as a non-
understanding. Although it seems like the operator is totally ignoring the user’s contribution, 
the operator utterance implicitly verifies the user’s position by referring to a wooden house 
(something that there are only a few of on the map). If the hypothesis is incorrect and the op-
erator’s utterance was out of place, the user has a chance to react so that the recovery process 
may continue. If it is correct (as in this case), the user will probably perceive the situation as if 
the utterance was fully understood.  
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4.3.2.3 REQUESTPOSITION 
This category contains all reactions to non-understanding where the operator asked a question 
about the user’s position without any of the signals of non-understanding mentioned above. 
Here is an example: 
 

(42) O.f1:  Do you see a wooden house in front of you? 
U.f2:  YES CROSSING ADDRESS NOW (I pass the wooden house now.) 
O.f3:  Can you see a restaurant sign? 

 
The operator seems unsure of whether the user really can see a wooden house, but instead of 
asking the user to repeat, another question is asked that is confirming the same hypothesis as 
the operator wanted to confirm by asking the first question. Another example is Oc.3-O.c5 in 
Table 4.1. After the non-understanding, the operator asks about a wooden building (which 
has been mentioned previously in the dialogue). Since the question is task-related (and not 
related to what has been said), it implicitly confirms the operator’s hypothesis about the user’s 
position without signalling non-understanding (just as with ASSERTROUTE). 

4.3.3 Error recovery 

As discussed in 3.3.2.4, non-understanding may often lead to error spirals, where the user just 
repeats the non-understood utterance and perhaps starts to hyperarticulate, which may only 
worsen the recognition performance. A good error recovery strategy should therefore aim at 
coming to understanding, or at getting “back on track”, as quickly as possible after a non-
understanding has occurred. In order to evaluate the different strategies based on this criterion, 
the operator’s understanding of the user’s utterance following a reaction to a non-
understanding was studied. As an example, take the sequence b1-b3 in Table 4.1. After the first 
non-understanding, the operator selects the strategy SIGNALNONUNDERSTANDING. This 
strategy leads to a partial understanding of the next utterance. The distribution of the opera-
tors’ understanding following the different strategies is presented in Figure 4.6. The top bar 
shows the general distribution for all utterances, also shown in the rightmost bar in Figure 4.4.  
Statistical tests showed that there was no deviation from the general distribution after AS-

SERTROUTE and SIGNALNONUNDERSTANDING, but after REQUESTPOSITION there were 
significantly less non-understandings and instead significantly more partial understandings 
(goodness-of-fit test; dF = 3; χ2 = 12.52; p < 0.01). This suggests that REQUESTPOSITION 
leads to better recovery from the problem. 
Why does REQUESTPOSITION lead to less non-understanding? To answer this question, 

the types of questions that were posed and the reactions to the strategies were analysed further. 
Approximately 1/3 of the REQUESTPOSITION utterances were wh-questions and 2/3 yes/no-
questions. This may suggest that the questions constrain the length of the answers from the 
user and thereby increase the speech recognition performance. However, yes/no-questions do 
not always result in simple yes/no answers, as example (42) above illustrates. Table 4.4 shows 
the utterance length following the different strategies. As seen in the table, the utterances fol-
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lowing REQUESTPOSITIONare not shorter, but longer. The better understanding of these ut-
terances is probably explained by the fact that they constrain the vocabulary and syntax of the 
response to the domain and the language models, which increase speech recognition perform-
ance. Moreover, the specific question that precedes the response may also constrain the inter-
pretation of the speech recognition result even if it is bad. This is not true for ASSERTROUTE, 
and may explain why REQUESTPOSITION works better. 

Table 4.4: Mean and median length of the utterances (number of words) following the differ-
ent strategies. 

 Mean utterance length Median utterance length 

SIGNALNONUNDERSTANDING 7.4 4 

ASSERTROUTE 6.4 5 

REQUESTPOSITION 8.6 8 

 

4.3.4 User experience of task success 

Fast error recovery can be regarded as a measure of efficiency. But from a user-centred point of 
view, the experience of using the system should come first, and efficiency should be a means 
for improving the experience of using the system. Thus, it is interesting to examine how dif-
ferent recovery strategies and other objective measures contribute to the user’s experience. 
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Figure 4.6: The understanding of the user’s utterance that follows the operator’s reaction to a 
non-understanding. “S” marks significant deviation from the general distribution. 
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Since there was a large between-pair and within-pair variance (as shown in Figure 4.4 and 
Figure 4.5), regarding the subjects’ performance, it should be possible to correlate the user’s 
experience with objective measures for different pairs and sessions. To investigate this, a mul-
tiple regression analysis was used in a way similar to the PARADISE evaluation framework for 
dialogue systems (Walker et al., 2000a). The idea behind PARADISE is to find out the rela-
tion between the subjective measure of the user’s satisfaction (which can be collected by using 
a questionnaire) and a number of objective measures (the task success and dialogue costs, such 
as number of repetitions, WER, etc.). If this relation can be estimated, it is possible to predict 
the effect on user satisfaction that the tuning of objective parameters will have (such as im-
proving the WER), without having to run expensive user tests. The method can also be used 
to give insights into which parameters are important for the user satisfaction of dialogue sys-
tems in general and which are not. 
The input to the regression analysis is a criterion variable (user satisfaction) and a set of 

predictor variables (the objective measures). The output is a set of coefficients for the predictor 
variables that describe the relative contribution of each variable for the variation in the crite-
rion variable. Since the user’s task in the current study was given beforehand and was quite 
artificial, it was hard to get a measure of the “user satisfaction”. Instead, the user’s experience 
of task success was used. The question “how well do you think that you did in solving the 
task?” from the questionnaire was used as the dependent factor, which was a rating from 0 to 6. 
As predictor variables, factors that were likely to affect the user’s experience were selected: time 
to solve the task, the length of the path that the user took, the mean WER, the number of 
non-understandings, and the number of uses of the error recovery strategies (SIGNAL-
NONUNDERSTANDING, ASSERTROUTE, REQUESTPOSITION). All 40 dialogues were used as 
data points. 
If several predictor variables correlate, they will explain the same variation in the criterion 

variable, and the result will depend on which predictor variables are selected. It is therefore 
important to select the variables systematically. Hinkle et al. (1994) describe three procedures 
for doing this: backward solution, forward solution and stepwise solution. All three were tested 
in the current experiment, and they all resulted in a significant correlation between the crite-
rion variable and two of the predictor variables (R2=0.56; p < 0.0001). The contribution of 
the different variables to the user’s experience of task success is shown in Table 4.5. As can be 
seen in the table, the only factors that contributed were time for task completion and the 
number of non-understandings that the operator had signalled (which both had a negative 
effect). It is interesting that neither the number of non-understandings nor the WER per se 
had any effect on the user’s experience, but only the cases where the user was made aware of 
the non-understanding.  
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Table 4.5: Results from the regression analysis. 

Contributing factors Coeff SE T Stat P-value 

Total time -0,456 0,083 -5,499 < 0,001 

# SIGNALNONUNDERSTANDING’s -0,560 0,262 -2,142 0,039 

 
Non-contributing factors 

Total path length 

WER 

# Non-understandings 

# ASSERTROUTE’s 

# REQUESTPOSITION’s 

4.4 Discussion 

The experiment presented in this chapter shows that the operators did not routinely signal 
non-understanding when faced with incomprehensible speech recognition results. Instead, 
they tried to ask task-related questions that confirmed their hypothesis about the user’s posi-
tion. This strategy led to fewer non-understandings of the subsequent user utterance, and thus 
to a faster recovery from the problem. When they did signal non-understanding, this had a 
negative effect on the user’s experience of task success. Despite the numerous non-
understandings, users reported that they were almost always understood. 
A main point driven by Brown (1995) is that listeners do not primarily strive to arrive at a 

correct interpretation of utterances. They merely use the utterances as a knowledge source 
among others to solve the task at hand. This is supported by the findings presented in this 
chapter. In a problem solving task such as guiding, the goal is established early in the dialogue 
and the speakers can focus primarily on solving the task by working towards this goal. The 
results from this study also confirm the argument put forth by Brown (1995), that it may be 
problematic to study understanding by just analysing ordinary human-human dialogue, since 
the signals of understanding that the speakers send apparently do not have to reflect their true 
understanding. As Brown points out, the problem of studying understanding in ordinary con-
versation analysis is that the analyst has no access to what goes on inside people’s heads. The 
analyst has to rely on the record of the speakers’ behaviour, such as grounding and signals of 
non-understanding. However, it is not certain at all that these signals reflect the true under-
standing of the speakers. This is a serious problem if the analyst wants to relate the level of 
understanding to the speaker’s behaviour during conversation. In psycholinguistic laboratory 
experiments, the comprehension of subjects can be studied by carefully controlling the stimuli 
and measuring the level of understanding after each utterance or fragment. The problem with 
such experiments is that it is not possible to relate the understanding to an ongoing dialogue 
that the subject is engaged in. Brown argues that the Map Task method provides a solution to 
this problem, since the speakers’ beliefs about the world are controlled by the experimenter 
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(i.e., what is printed on the maps). Thus, it becomes possible to study miscommunication that 
arises from the misalignments of the speakers’ models of the world. However, the method does 
not provide information on how people react to non-understanding, which the experimental 
setup used in this study supports.  
On average, the speech recognition performance was poor. As mentioned previously, this 

was partly due to the users’ relatively free speech and partly due to the limited training of the 
language models. This may seem as non-representative for most dialogue systems. However, 
without the poor performance, it would not have been possible to collect enough data on non-
understanding from a reasonable number of dialogues for quantitative analysis. It is also im-
portant to stress that the WER varied a lot between utterances and subjects (as can be seen in 
Figure 4.4), which is often the case in real applications. Some dialogues were smooth and suc-
cessful, while others were dominated by errors. This also made the experience of task success 
more varied, which is important for regression analysis. Humans are also probably better at 
interpreting the bad recognition results than what could be accomplished with a robust inter-
preter. Thus, the distribution of the levels of understanding may be more representative than 
the WER. 
It would be interesting to find out why the subjects get better at the task after repeated ses-

sions. This is probably due to the fact that they get better at formulating descriptions and 
route directions. It would also be interesting to find out whether they learn any new error 
handling strategies. Another question is whether it is mainly the user or the operator that 
adapts. That is, does a dialogue system have to adapt to the user, or is it enough that the user 
adapts to the system? No general trends in choice of strategies could be found, probably due to 
the large inter-subject variance.  
In this study, a speech recogniser was used to introduce errors. The drawback with this ap-

proach is that there is no direct control over the amount of errors that are introduced, and 
thus it becomes hard to study how the effects of different error handling strategies depend on 
the amount of errors. An interesting alternative is presented in Stuttle et al. (2004) where a 
trained typist transcribes what is said. The typist does not (intentionally) introduce any errors. 
Instead, the transcribed utterances are processed by a system that simulates a certain rate of 
speech recognition errors. The system uses a phonetic confusion model and a language model, 
which results in errors similar to those that a speech recogniser would make. 

4.4.1 Comparison to other findings 

The finding that signalling non-understanding decreases the understanding of subsequence 
utterances is in line with other findings, as discussed in 3.3.2.4. However, it is interesting that 
there are alternative strategies that not only increase the recovery rate, but lead to better user 
satisfaction. 
Bohus & Rudnicky (2005b) describes an experiment with a spoken dialog system that 

handles conference room reservations (called the RoomLine system). The system randomly 
chose between 10 different non-understanding recovery strategies, such as AskRepeat (system 
asks the user to repeat the non-understood utterance), Yield (system remains silent, and thus 
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implicitly notifies the user that a non-understanding has occurred), and Reprompt (system 
repeats the previous prompt). Among these options was also the strategy MoveOn, defined as 
“system advances the task by moving on to a different question”, which is very similar to the 
more successful strategies employed by the operators in the experiment presented here. It 
turned out that this strategy had the highest performance on error recovery. The authors make 
the following note: 

The high performance of the MoveOn strategy is consistent with prior evidence from 
a wizard-of-oz study of error handling strategies […]6 In the RoomLine system, the 
MoveOn strategy implements this idea in practice, and the observed performance 
confirms the prior evidence from Skantze’s study. Although not surprising, we do 
find this result very interesting, as it points towards a road less traveled in spoken dia-
log system design: when non-understandings happen, instead of trying to repair the 
current problem, use an alternative dialog plan to advance the task. 

Schlangen & Fernández (2007a, 2007b) used a setting similar to the one presented here. In 
one experiment, pairs of subjects were given the task of dictating to each other. In another 
experiment, pairs of subjects were given a more problem-solving oriented task. In both cases, 
noise was inserted at random places in the speech to induce perception problems. A compari-
son between the collected dialogues showed that clarification requests were much more com-
mon in the dictation task, although the amount of inserted noise was the same. Thus, if the 
task is not fully dependent on the precise wordings, people rely on other strategies than clarify-
ing what is said. 
Yet other support for the findings presented in this chapter comes from an informal analy-

sis of the Spoken Dutch Corpus, containing transcriptions of human-human dialogues (Boves, 
2004): 

The transcripts of the spontaneous conversations […] contain a substantial number 
of ‘xxx’ codes, which stand for speech that the transcriber could not understand. Al-
though a formal analysis of these situations remains to be performed, the results of 
the work on multiword expressions suggests that only a small proportion of these un-
intelligible intervals elicits ‘say that again, please’ replies from the interlocutor. This 
can mean two things: either the speakers, who are familiar with each other, have 
much less difficulty understanding each other than a third person, or the fact that 
one does not understand the interlocutor completely does not always affect the 
communication to such an extent that a repair meta-dialog is called for. 

4.4.2 Application to other domains 

One important question is if these results can be applied to domains that are not about naviga-
tion. In tasks where a single slot has to be filled by using specific words, there may not be any 
other option than to signal non-understanding and thereby encourage repetition. In certain 
other, more complex domains, strategies similar to REQUESTPOSITION, are likely to be appli-

                                                                 
6 The study reported in this chapter. 
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cable. To illustrate the possible applications, some examples from different domains will be 
given. The most obvious are dialogues where the operator is diagnosing a problem. If the sys-
tem does not understand the answer to one question, it might be better to ask another one 
instead of signalling non-understanding, given that there are several ways to pinpoint the 
problem. A similar strategy may also be useful if speech technology is to be used in games, 
where non-understanding may be frustrating for the user and task-related questions may be 
used to guide the conversation along certain paths. It should also be possible to ask task-
related questions after non-understanding in information-browsing domains. As an example, 
take the apartment broker domain, which is the domain for the ADAPT spoken dialogue sys-
tem (Gustafson et al., 2000). The following (invented) dialogue illustrates: 
 

(43) U.g1: Tell me about the bathroom. [full understanding] 
S.g2: It is a tiled bathroom and it has a bathtub. 
U.g3: Is there anything else you can tell me about the apartment? 

[non-understanding] 
S.g4: Do you want me to tell you more about some specific part of the apartment? 
U.g5: Yes, tell me about the kitchen. 

 
In this case, the system’s response after the non-understanding (S.g4) happens to be appropri-
ate and does not signal non-understanding. Just like REQUESTPOSITION, it is a task-related 
question that may constrain the interpretation of the user’s next utterance. The results from 
this study suggest that it may have a greater potential for recovering from the error than an 
explicit signal of non-understanding would have. If it had not been in place, the user would 
still have a chance to correct the system. Furthermore, the user may not always have a fixed 
idea of what she wants to know and may experience a question such as S.g4 as helpful. In a 
multimodal system (such as ADAPT), it is also often possible to switch modality and let the 
user provide the information in an alternative way. Oviatt & VanGent (1996) have shown 
that modality switching is a successful method for recovering from error. The results from the 
study presented in this chapter suggest that it may be better to do this without signalling non-
understanding: 
 

(44) S.h1: Which area are you interested in? 
U.h2: I would like to live near the water. [non-understanding] 
S.h3: Can you mark exactly on the map. 

 
Utterance S.h3 could start with “Sorry, I couldn’t understand”, but leaving this out may im-
prove the user experience of task success. The operators in this study sometimes used some 
word in the poor recognition results when formulating their requests after non-understandings. 
This may increase the probability of posing a question that seems relevant. 
Of course, these are just invented examples of what could possibly be done in other do-

mains to recover from non-understanding without signalling non-understanding. It would be 
interesting to perform experiments similar to this in other domains to find out if humans 
benefit from similar strategies, or if they have to signal non-understanding.  
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4.5 Summary 

In this chapter, a method for collecting data on human error handling strategies has been pre-
sented. An experiment was conducted based on this method, in which pairs of subjects were 
given the task of guiding each other in a virtual campus by talking to each other. The person 
giving directions (the “operator”) could not hear what the other speaker (the “user”) said. In-
stead, the user’s speech was recognised by a speech recogniser and the operator could read the 
results on a screen. Due to limited language models, the speech recognition performance was 
poor and there were many cases of non-understanding. Despite the numerous non-
understandings, users reported that they were almost always understood. Unlike most dialogue 
systems, the operators did not often signal non-understanding. If they did signal non-
understanding, this had a negative effect on the user’s experience of task success. 
An alternative reaction to non-understanding was to ask task-related questions that were 

confirming the operator’s hypothesis about the user’s position. This strategy led to fewer non-
understandings of the subsequent user utterance, and thus to a faster recovery from the prob-
lem.  
For the design of spoken dialogue systems in similar domains, the results suggest that when 

non-understandings occur, a good domain model and robust parsing techniques should be 
used to pose relevant questions to the user, instead of signalling non-understanding, so that 
errors can be efficiently resolved without the user experiencing the dialogue as problematic and 
dominated by explicit error handling. 
 
 




