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Abstract

INames are common in most text-to-speech applications, such as automatic reading of
lnewspapers, reverse directory services and voice communication aids. The letter-to-
Isound rules included in these applications often cannot handle names, since the rules
usually are designed for ordinary words. The structure of Swedish names differs from
lordinary Swedish words - but their multi-morphemic structure makes them suitable to
lanalyse with a morphological analyser. A study of the structure of Swedish names in
the Swedish telephone directory is presented in this thesis.

The thesis also presents the work done within the Swedish part of a European
ILinguistics Research and Engineering project, called the Onomastica project. The
laim of this project was to produce a multi-lingual pronunciation dictionary for names
loccurring in 11 European languages, as well as developing techniques for automatic
transcription of names.

The speech communication group at KTH has developed a system where a
Imorphology analyser is used together with a set of context dependent rules to
transcribe ordinary Swedish words. This thesis describes the work done to extend this
Isystem to cope with names as well. Other transcription methods are also described.
\Finally the system is evaluated showing that the approach of transcribing Swedish
lnames with the two-level morphology analyser is efficient.
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1. Introduction

Speech synthesis is used in many information systems today. One of the most used
systems with speech synthesis is the reversed directory service in the United States. In
tthis telephone service the name and address of the subscriber with a certain telephone
lnumber are read by a speech synthesiser.

Names are different in their structure compared to ordinary words, and because of
tthis the normal letter-to-sound rules used in general text-to-speech systems are
linadequate for the transcription of proper names. To deal with the name pronunciation
lproblem, name transcription procedures and a name dictionary have to be developed.

To provide the European Community with a name pronunciation resource a
[European Linguistic Research and Engineering project was established, called the
Onomastica project. This project has produced transcription techniques and a
lpronunciation dictionary of 4.5 million European names. The dictionary that was
iproduced within the Onomastica project has been published on a CD-ROM.

This thesis will present an analysis of the structures of Swedish names and compare
ithem with the structure of non-name words in Swedish. Different techniques used to
transcribe names will be described, concentrating on how a morphological analyser can
Ibe used in a transcription system for names.

There are a number of factors that influence the pronunciation of names. The
spelling of the names do not follow the same conventions as ordinary words do. This
lcould be because old spellings remain in names or because people spell their names in
lunusual ways. One of the most difficult factors to handle in the transcription of names
lis the origin of the name. This thesis will give some examples of how foreign names
lcan be handled in a name transcription system.

The main part of the thesis is focussed on the description and evaluation of the
Swedish name transcription system. The thesis will show that a morphological analyser
lis an excellent tool when transcribing Swedish names.
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2. The Onomastica project

[Many applications in language engineering require automatically obtained correct
Ipronunciation of names. Examples of Text-to-Speech applications that include names
are:

Reading books and newspapers Our Swedish lexicon of 122,000 words derived
from 143 million words of running text from books and
lnewspaper contains 15,000 names.

Reverse directory services The application of reading the telephone
directory, deals mainly with names.

Road Guidance Systems The driver gets information about the best way
to drive, and news, like traffic jams or roads
under construction (Includes many place names).

Voice Communication Aids The TTS-system is used to produce speech for
people with speech handicaps. Names are of
course an important part of the communication.

IThe automatic transcription of names is a difficult task that requires a large dictionary
and/or grapheme-to-phoneme conversion techniques that can cope with names as well
as common words. It is almost impossible to produce a dictionary that is large enough
since there are so many names. In the US there are about 1.5 million uniquely spelled
names (Social Security Administration, 1985). The Onomastica project was established
tto provide the EU community with a quality controlled, multi-lingual pronunciation
ldictionary for up to 1 million names per language in Europe. A total of eleven
languages were covered in the project: Danish, Dutch, English, French, German,
IGreek, Italian, Norwegian, Portuguese, Spanish and Swedish. A dictionary can never
lcover all names, since new names are introduces all the time, for example by
limmigrants, therefore appropriate grapheme-to-phoneme conversion techniques for
lnames have to be developed. The Onomastica project was part of the "European
|ICommission Framework Programme - Linguistic Research and Engineering" (LRE).
[The project lasted from 1 January 1993 to 30 June 1995, to the cost of 3,637 KECU of
iwhich 1,500 KECU was funded by EU. The goal of the project was to provide:

¢ a multi-language pronunciation dictionary
¢ grapheme-to-phoneme conversion techniques for names
e statistics on names, their frequencies and inter-occurrences

o self-learning software

[The Onomastica project included 11 Academic Partners, who developed the
lgrapheme-to-phoneme conversion techniques and transcribed the names. The project
also included 11 associated partners. These where national telephone companies, that
lprovided machine readable name files as “background intellectual property” to the
Iproject. All 22 partners in the Onomastica project are listed in Table 1.
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Table 1. The partners in the Onomastica project.

COUNTRY Academic Partner Associated Partner
Great Britain | CCIR, Univiversity of BT Laboratories, Martlesham
Edinburgh
Denmark CPK, Univiversity of Aalborg | Jydsk Telefon, Aarhus
France ENST, Paris France Telecom (CNET),
Lannion Cedex
Germany Institut fiir Fernmeldetechnik, | Deutche Bundespost Telekom,
Berlin Darmstadt
Greece Department of Electrical Intrasoft, Athens
Engineering, Patras
Italy Inst. Of Comp. Linguistics, CSELT, Turin
Pisa
Netherlands | Department of Language and | PTT Research, Leidschendam
Speech, Nijmegen
Portugal INESC, Lisbon Telefones de Lisboa e Porto,
Lisbon
Spain UPM, Madrid Telefénica, Madrid
Norway SINTEF DELAB, Trondheim | Norwegian Telecom Research,
Kjeller
Sweden Dept. of Speech, Music and | Telia Promotor, Solna
Hearing, KTH, Stockholm

[The ultimate pronunciation dictionary would include a carefully verified transcription
lof each name, but due to the limited resources only a subset of the name list was
transcribed and verified manually. The names were divided into three different Quality
IBands defined as:

BAND I:

phonetician’s knowledge.
Transcriptions are guaranteed correct for some owners of the name.

BAND II:

to a native speaker/listener.
Names that cannot be easily verified, due to limited resources.

BAND III:

Transcriptions judged to be correct to the best of a competent

Transcriptions judged by a competent phonetician to be acceptable

Transcriptions not yet checked by a competent phonetician.

Names that have been transcribed automatically.

The names in BAND I & II were chosen according to their frequency in the telephone
ldirectory so that a cumulative coverage of at least 80% was obtained. Each partner
ftranscribed a "Golden Set" of 20-50,000 names as part of the project’s first phase.

[These were used to develop grapheme-to-phoneme conversion techniques.

The Onomastica project has produced a CD-ROM dictionary with names and their
transcriptions. The Onomastica CD-ROM contains 4.5 million entries in Quality Band I

& I1. The content of the total project lexicon is shown in Table 2.

IThe complete Onomastica lexicon of 8.5 million names is available on EXABYTE tape
lformat since the capacity of the CD-ROM used is inadequate for all of the lexical data.

The CD-ROM and EXABYTE tape have been distributed to the 22 partners.
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|A subset of the lexicon can be obtained for research. Other organisations will be able
lto get subsets of the lexicon by contacting the telephone company that provided that
Ipart of the lexicon.

Table 2. ONOMASTICA lexicon entries for each language

Language Quality Band I Quality Band I1 Quality Band I1I
English 137,721 159,417 800,000
Danish 135,503 0 169,935
French 185,761 8,870 773,172
German 947,316 316,792 632,949
Greek 1,433,847 0 0
Italian 84,847 69,909 596,459
Dutch 241,364 11,481 368,398
Portuguese 84,500 0 0
Spanish 188,760 133,787 59,700
Norwegian 73,329 2,198 472,898
Swedish 109,185 82,994 194,859
Inter-language 11,000 x 11 = 121,000 Not applicable Not applicable
TOTALS 3,743,113 785,448 4,068,370

IThe names where transcribed by the Academic partners using their own machine readable
iphonetic alphabets in the accents specified in Table 3. The phonetic transcriptions on the
ICD-ROM have been translated from these different alphabets into the International
[Phonetics Association Standard Computer Coding (Esling, 1990).

Table 3. Accents for each language in the ONOMASTICA lexicon

LANGUAGE | ACCENT
Spanish Castillian
Italian Tuscan (Academic)
Danish Copenhagen
German Deutsche Hochlautung (Hanovarian)
English Received Pronunciation (Rp)
Portuguese Lisbon
French Tours
Greek Athens
Dutch Standaard Nederlands (Sn)
Swedish Standard Swedish
Norwegian Oslo

The Onomastica project also investigated the problems of "nativised" pronunciation of
lforeign names in each language. All 11 partners in the project selected 1000
touristically interesting names, including cities, towns, airports, stations and places of
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lhistoric interest. These names where distributed to all other partners, for the purpose
lof making nativised pronunciations for each name. The result was a lexicon-matrix
iwith 11,000 names transcribed in eleven different languages. This multi-lingual
ldictionary could for example be used in the following sectors:

¢ telecommunications, such as automated reversed directory services
® consumer sector, such as road guidance systems or talking dictionaries
® publishing, i.e. pronunciation dictionary of names

e linguistic research, to study how foreign names are transcribed in different languages.

[The inter-language matrix could be useful in systems with speech recognition that are
ldesigned to be used by people of different origin.
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3. The Swedish name database

The Swedish database, presented in Table 4, consists of the complete Swedish
ttelephone directory, containing 4.5 million subscribers. The names that occurred more
ithan five times were selected for transcription in band I. These names had a cumulative
lcoverage from close to 91.2% for surnames, to 99.6% for place names. To increase the
lcumulative coverage for the surnames to 95% a second set was selected to be
transcribed in band II. These surnames were selected from those that occurred five
ttimes or less. All names were first tagged automatically, from which two groups of
lnames were selected. The first group contains names tagged as Swedish. These names
iwere run through the morphological analyser. Names that could be formed by the
Imorphological analyser were selected, which gave 75,000 automatically transcribed
lnames. The second group are names tagged as Finnish. Many Finnish names are
lincluded in the Swedish database, and these are easy both to detect and to transcribe.
|About 7,500 names that were tagged as Finnish were consequently selected and
transcribed.

Table 4. The Swedish Name Database.

Name Number of | Names with Cumulative coverage
category names frequency >5 with frequency >5
Surnames 228,048 46,859 91.2%
First names 60,850 10,479 98.4%
Street names 64,621 39,822 96.2%
Place names 6,373 6,120 99.6%
Titles 27,055 5,370 95.4%

[The company names in the Swedish telephone book were not transcribed due to
limited resources. There are 400,000 company names in the telephone directory, of
very different importance. The problem is to select the most important for
transcription. Company names are quite hard to transcribe for many reasons: the names
are often invented by the owner, they often contain foreign words and many include
acronyms. The structures of acronyms have been described by McCully and Holmes
(1987).

A lexicon with 107,379 non-name words from a corpus of 150 million words, taken
ifrom newspapers and books, has been examined and will be used as reference in this
ithesis. The lexicon contains the most common of a total of 1.8 million word forms
loccurring in the corpus. Figure 1 shows the number of words in the different classes
tthat is needed to obtain a certain cumulative coverage. The surnames have the same
loccurrence patterns as non-name words (NNW).
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7 Non-name words

E = /! —8— Surnames
© 1000 —O— First names
% -

Z

—~ —5 f? —*— Street names

—2A—Place names

I
14 t t t t t t t t -
10 20 30 40 50 60 70 80 90 100
Cumulative coverage [ %]

|Figure 1. Cumulative coverage of names and non-name words in Sweden.

IThe next chapter will describe the structure of Swedish names. There are some terms
that have to be defined to facilitate this:

'What is a name?

[The answer to this question depends on the requirements in a specific situation. Some
ldefinitions and their implications are listed in Table 5 below. You could either have a
ifunctional definition like the first definition, a pragmatic approach like the second, a
ldescriptive definition like the third or a complex definition like the fourth.

Table 5. Different definitions of the term name.

Definition Problem
1. Something used to refer Difference between name and
to a person or place appellative, e.g., mother is used
(Andersson, 1981) in the same way as a name.
2. Something that identifies Potentially any string composed
uniquely objects that belong of figures and letters can become a
to the same class proper name (telephone directory).

(Yvon, 1993)

3. A name has no meaning, it Sometimes names can tell something
does not give any information about the object, as in the case of
about the object it denotes technonyms and patronyms.

(Mill, 1891; Gerritzen, 1993)

4. There are 3 Criteria fOI‘ names: Some non-names are Written W]th
i upper case initial letter upper case initial letter. The social
ii unique and constant reference | convention criterion is difficult to
iii social convention define.

(Wennstedt, 1995)
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'What is the meaning of the same name?
The definition of the same name could be any one of these (Wahlin, 1977):

The same spelling Larsson and LARSSON are the same names.

The same pronunciation Hofberg and Hdavberg are the same names.
This implies that it is known that ‘f” used to be
pronounced ‘v’ after long vowel in Swedish and
that ‘o0’ and ‘a’ can have the same pronunciation.

Schmidt is the German and Smith is the English
version of the same name.

The same origin

'What kinds of names are there?

[There are many different kinds of names. This is illustrated by the ten groups of names
ffound by Wennstedt (1995): personal names, animal names, place names, company
Ilnames, names of artefacts, mythological names, names of events, titles, product names
and biological names. In the Onomastica project the following name categories were
lused.

First name Different terms for personal names are listed in Table 6.

Surname See Table 6 for descriptions and examples.

Company name The company names in the Swedish telephone book
range from small snack bars to multi-national
companies, to regional departments of trade unions.

These names are disregarded in this thesis.

Street name Means address in the telephone book, which in
most cases are streets or roads, but in some cases it is a

very small village or even a harbour.

Place name. In the database these are equal to postal addresses.

Table 6. Listing of some terms used for personal names, (Lawson, 1984)

Term Description, synonyms Example

John Q. Smith

First name: forename, given name, christian

name or baptismal name

Middle name:

second name

John Quincy Smith

Surname: last name, patronym, family name | John Quincy Smith
Nickname: eke-name or sobriquet Red for somebody with
red hair

Affectionate: | familiar or adolescent Johnny Quincy Smith
Hypocoristic: | short name or abbreviated name | Ed for Edward
Isonym: individuals sharing the last name | Sally Smith & Ed Smith
Eponym: a place named after a person Washington
Technonym: a parent derives his/her name Um Daud

from a child (mother of David)

Patronym:

a child derives names from father

Larsson (son of Lars)
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'What is a Swedish name?

[Names have always moved with people across borders. Many names that are regarded
as Swedish today have a foreign origin. Many German, French and Finnish names have
lbeen imported over the last 500 years. The German influence is reflected by the use of
imute ‘%’ in names like Wahlberg and the French by, e.g., the use of ‘eu’ for ‘¢’. The
lending of a name is often a good clue to the origin. The origins of some Swedish
lnames are ambiguous due to the fact that many Swedish names have adopted a
IGerman ending like -er. In this study only names that have a German beginning as well
as ending are regarded as German. All surnames have been automatically tagged with
Iprobable origin (for more details see chapter 6.1), tagging 63% of the names as
Swedish, covering 92% of the subscribers. This figure is only approximate since the
accuracy of the origin tagger is between 90% and 95%, according to a manual check.

10
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4. The structure of Swedish names

[Names have a different morphology and phonology compared to non-name words in
Swedish, which makes them difficult to handle for ordinary letter-to-sound rules. There
are many reasons why names have a different structure: many names are old, with old
spellings. The spelling of Swedish words has been reformed a number of times, while
Imany names have been left unchanged. Another reason is that names may have a
lforeign origin that influences the pronunciation to different degrees. Sometimes
lcommon names are spelled in unusual ways to make them more distinctive, for
lexample using ‘z’ instead of ‘s’ or inserting ‘h’, e.g., Cahrlzon instead of Carlson,
iwhich is an alternative spelling of Karlsson.

This chapter will describe the different structures of Swedish names. Tables of
statistics on non-name words and names are presented in the Appendix. The non-name
word statistics are based on a corpus of 150 million words from newspapers, novels
and other texts. The non-name words lexicon (NNW) has 107,379 lexical items, i.e.,
ldifferent word forms. In this study two different methods to compute statistics on
lnames and non-name words have been used: non frequency weighted statistics,
(NOFW), that gives information on which patterns are mostly used to construct words;
and frequency weighted statistics, (FW), that gives information on which patterns used
in the most common words. The statistics that are not frequency weighted are
lcomputed on the words in the lexicon. In the frequency weighted statistics each word
lhas been weighted with the number of times it occurred in the corpus, for example the
mumber of subscribers with the name Eva (49,978), or the number of times the word
ingjuta occurred in the text corpus (107).

The phonetic transcriptions in the examples in this thesis use the International
[Phonetic Alphabet (IPA), with the exception that the stress mark is positioned before
ithe stressed vowel instead of before the stressed syllable. This is done according to the
standard used in the KTH text-to-speech system.

4.1. Surnames

The Swedish part of the Onomastica database contains 228,048 surnames, of which
46,859 are transcribed in band I and 82,983 in band II. The structures of the
transcribed names have been analysed and the main results are presented in this chapter
and in tables in the Appendix.

Swedish surnames are often multi-morphemic. This was for example shown in 1952
Iwhen an governmental surname committee studied 80,000 surnames. The names in this
study included 11,500 different first morphs and 1,400 end-morphs. These figures can
lbe compared to the 12,681 first morphs and 1,811 end-morphs found among the
109,001 transcribed Swedish surnames in the Onomastica database. The surnames
lhave a uniform structure that can be divided into three main groups:

I  Names that combine a male first name with the suffix -son.
The most common: Johansson, Andersson, Nilsson, Karlsson and Ericsson.

I Names that are compounds of two root-morphs, often nature related .
The most common: Lindberg, Lindstrom, Lindgren, Lundberg and Bergstrom.

III Others.
The most common: Lundin, Bergman, Wallin, Moller and Blom.

11
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IThe structures of the Swedish surnames have a historical explanation (Modéer, 1964).
IThe “son-names” of category I were first used as patronyms. For example the son Sven
lof Karl Andersson was named Sven Karlsson. These began to be used as real family
mames during the 19th century. At this time Johan, Anders, Nils, Karl and Erik where
among the most popular first names, which is the reason for the son-names with these
lto be the most common.

The names of category II have a uniform structure, with two compounded morphs
ithat are both stressed on the first syllable. The morphs are often nature related nouns,
Ibut some adjectives occur as the first part. In the present corpus the first part is one of
6,952 morphs, whereas the second part is one of 1,421.

The bimorphemic names of category II have a number of sources. Some of them are
Inoble names, from 1350 and later, which often describe the coat of arms. Since these often
lconsist of compounded pictures or have multiple fields, the names became multi-
imorphemic, like Bjornberg which describes a coat of arms with a bear (bjorn) on a
Imountain (berg). The morphs had to be heraldically and aesthetically acceptable. Typical
linitial noble name morphs are: adler- (Germ. ‘eagle’, 19 names in the lexicon have this
Imorph); gyllen- (‘golden’, 87); norden- (‘northern’, 121), and final: -Ajélm (‘helmet’, 58); -
Iskiold (‘shield, 159); -stierna (‘star’, 58). Another group of noble names were those
lincluding the German von and its Swedish equivalent af. When these were introduced in the
learly 1700th century they established a connection between the family name and the family
lestate, e.g. Boije af Gennds. In the 18th century they started to be used as a noble prefix to
ifamily names, without reference to the family estate, e.g. af Enehjelm.

Many names in category II are bourgeoisiec names with two nature related root
Imorphs. These are seldom joined by means of the ‘s’ found in many types of noun
lcompounds. For example Akerberg exists as a surname but not Akersberg (Tegnér,
1882, Blomqvist 1993). The surnames of category II originated in the 17th century and
iwere often derived from place names, e.g., Lindberg from the town Lindesberg. A
Imore common pattern was a combination of the whole or part of a place name and
with a nature related morph, e.g., -gren or -quist. An example of this are the names
Almgren, Almlind and Almquist, where Alm- is derived from the village name Almby.
Other examples are Strindberg from Strinne and Wennergren from the lake Vinern.
Some of these two-morphemic bourgeoisie names were aimed at imitating noble names
by adding a noble name morph or only the noble looking suffixes -er and -en,
lproducing names such as Engstrommer from Engstrom and Langenskiold from Lang.

The most prominent reason for these names being bimorphemic is that they are
lgenerated from and in the same way as place names, which often are two-morphemic.
IThe two-morphemic names normally have accent II, but in some parts of Sweden they
lhave accent I, possibly due to German influence (Modéer, 1964). The most common
Imorphs in the names of category II are shown in Table a6 in the Appendix and in Table
[7, together with their English translation.

Table 7. The five most common initial and final morphs in surnames of category I1.

Initial morph Final morph
BERG (‘mountain’) BERG (‘mountain’)
AL (‘alder’) MARK (‘ground’)
DAL (‘valley’) DAL (‘valley’)
STEN (‘rock’) GARD (‘yard’)
LIND (‘lime-tree’) FORS (‘stream’)

12
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|Category III is the most varied name category. Some names are monomorphemic and
lcome from place names, e.g., Beck from for example Vistanbdck, or they are just plain
Inature related, e.g., Berg. Another large group of one-morphemic names are names of
soldiers from the 17th century and later. These names were invented by the officers
and were supposed to characterise the bearer. They were often plant- or animal-names,
like Dufva (‘pigeon’) or Lilja (‘lily’), but also adjectives like Hard (‘hard’) or Glad
(‘happy’). Sometimes the officers made up humorous names like Tobak (‘tobacco’) or
|IRuter (‘diamond’). Many of the stranger soldier names have disappeared over the
lyears, but the names mentioned above are still in use.

Another group of names are constructed with certain name suffixes like -ling (1082)
Inames in the lexicon have this ending), -ner (1842) and -ler (1296). These are often
lcombined with place names, making names like Meurling, from the place Morlund.
ILatin names endings, like -elius (993) -enius (840), -erus (84), -inus (18) and -onius
(93) were popular among the clergy in the 16th and 17th centuries. These were either
lcombined with the father’s name, like Svenonius, or with a place name, like Gavelius
lfrom Gdvle or from true translations of the whole or parts of Swedish surnames or
Iplace names, e.g., Domerus from the village Husaby (Lat. domus, Sw. hus). The names
lhave their primary stress on the first syllable of the Latin endings, like Dahlenius
[dale:nies]. These Latin names went out of fashion in the 18th century and the last
Ipart, -(i)us, was dropped, leaving names ending with -ell (2627), -én (3040), -ér (545)
and -in (3829). The new names kept the primary stress on the same, now last, syllable,
llike Dahlén [dale:n].

Other foreign endings of Swedish names are -ander (1333), which is derived from
ithe Greek anér (‘man’), and -el (1692), -er (3312), -en (253) and -man (2721) which
are influenced by German names. The names with German influences have primary
stress on the first syllable and accent I, for example Bergman [barjman] and Hedner
[h'e:dnor]. Names ending with -er, -en are ambiguous: they either have a German
lending, Leger [l'e:gor] or they have dropped a Latin ending, Legerius->Leger [lege:r].

During this century many new names have been invented. The inventions of new
Ilnames have been regulated by the authorities, starting with the introduction of a name
law 1902 (Andersson, 1979). According to this law only names that are constructed,
spelled and pronounced according to domestic language use are accepted as new
surnames. Books with suggested new names following the name law were published.
[Two of these, written by Sahlgren in 1939 and 1940 consisted of unchanged place
lnames, which have resulted in many names influenced by place names. This is
lillustrated by the fact that Tegnér d.y. (1882) found almost no surnames ending with
ithe place name specific morphs -rud, -ryd and -nds, while Modeér (1964) refers to 776
-rud, 543 -ryd and 431 -nds names in 1954. In the 1994 telephone directory these
lnumbers have increased to 995 -rud, 668 -ryd and 672 -nds names.

The constraints on new names have been relaxed in the last few decades,
lexemplified in the two latest books of name suggestions. In these books, from 1964
and 1979, computer software has generated new names from legal name morphs in
Swedish. The morphs used were previously almost unused. Examples of initial morphs
lin these new names are: Alf- (189 Swedish and 53 foreign names are found in the
ttelephone directory of 1994), Kalm- (59, 6), Marm- (60, 5). Pors- (79, 2). The
lrequirement that the names must look Swedish has also been modified, giving names
lending for example with -ix. There are 19 Swedish names ending with -ix in the
ldatabase and 23 foreign names. Another change in the official policy has resulted in 40
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“son-names” that include female names, e.g., Gunillasson, Inezson and Hannason, For
a more detailed analysis of the structure of Swedish surnames see Modéer (1964).

Only 2% of the names are of category I, but they have the greatest coverage, 42%.
[Most of the names, 61%, are of category II, and they cover 33% of all occurrences in
ithe Swedish telephone book. The remaining 37% are of category III and they only
lcover 24%. Most Swedish surnames are disyllabic (53%) or trisyllabic (40%), as can
be seen in Figure a3 in the Appendix. Compounds of surnames, such as Sundgren-
ISvensson, have been split in the database, which explains why there are no surnames
iwith more than five syllables. Almost all surnames with accent II have their main stress
lon the first syllable (99.6%), as most Swedish words of that accent. The position of the
[primary stress varies more in surnames with accent I, where 56% have primary stress
lon the first syllable and 42% on the second.

Table 8. Some statistics on patterns in surnames.

Pattern In surnames | Notin NNW
Diphones 1,265 4
Triphones 11,182 2,407
CVC-patterns 406 13
Stress patterns 38 0

[There are six diphones in the surnames that were not found in the non-name words
lexicon, as can be seen in Table 8. These diphones and a surname example are shown
lin Table 9. The first three are probably of German origin. The Swedish ones are -
ITENSE high front vowels followed by a retroflex ‘d’ or ‘n’.

Table 9. Names that contained diphones that were not found in common word.

Surname Transcription | Diphone
Hiibsch h'ybf bs
Hamsch h'amf ms
Jirdell jidiel 1q
Myrdén myde:n Y(,

[The 10 most common CVC-patterns for surnames have a cumulative coverage of
KU7.6% (NOFW) and 56.7% (FW), as can be seen in Figure a7 in the Appendix. The
lcorrelation of the rank of the 10 most common CVC-patterns in surnames with the
lcorresponding ranks for common words is shown in Figure a9. The CVC-patterns for
surnames have approximately the same rank in common words (NOFW). In the
ifrequency weighted top-10 list there are some CVC-patterns that are rarer in non-name
words. For example CVVCCVC rank 4 in surnames but 207 in non-name word.
[Example of names and words with this pattern are:

surnames: non-name words:
Johanson Leander Boestad fiender teatrar diagnos
j'uzanson le:'andor b'u:o-sta:d fM:endor te'actrar  dragn’o:s

[There are 13 CVC-patterns that occur in surnames, but not in any word in our lexicon
lof common words. These are listed in Table 10. Two characteristic features are found
lin these patterns. The first is the occurrence of multiple consonant clusters. These are
lcaused by the compounding of name morphs with consonant -clusters, like
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IBjork-strander. The second feature is the occurrence of vowel sequences, for example
lin Eurenius. Many of these are Swedish names with the Latin ending -ius or names of
IGerman or Norwegian origin containing -oe and -au.

Table 10. Surnames with transcription that contains cvc-patterns that do not occur in

the lexicon of Swedish common words.

Surname Transcription CVC-pattern
Bjorkstrander bj'cerk-strandor CCVCCCCCVCCVC
Strandbro str'and-bru: CCCvccceev
Strandkvist str'and-kv st Ccccvcececeevece
Stromsmoen str'¢gms-m,u:on cceveeevve
Strandelius strand'e:l10s CCCVCCVCVVC
Eurenius core:nios VVCVCVVC
Stranius stra:nros CCCVCVVC
Stroander str¢:'andor CCCVVCCcVvC
Hyenstrand h'y:on-strand CVVCCCCVCC
Graufelds graefelds CCVVCVCCC
Braunerhjelm br'aonor-jelm CCVVCVCCVCC
Haugbergsmyr h'aeg-beerjs-my:r CVVCCVCCCCVC
Underdalshaugen | "endor-da:ls-haegon VCCVCCVCCCVVCVC

[There are only 38 different stress patterns in Swedish surnames, compared to 500 for
lcommon words. The seven most common stress patterns (NOFW) cover 88.6% of all
Ilnames, and they can be used to summarise the different types of surnames described in
this chapter:

1. '"V-V Lindberg nature related two-morphemic bourgeoisie name (II)
2. '"VV-V  Nordenskiold two-morphemic noble name (II)

3.'VV Bergman name with German influenced ending -man (11I)

4. V'V Lundin name with Latin ending -inus, later reduced to -in (III)
5.'VV Duva soldier name (I1I)

6.'V Blom nature related one-morphemic name (IIT)

7. "VVV  Andersson son-name (I)

4.2. First names

[There are 60,850 first names in the database, of which 35,800 occur only once. The
10,479 most common first names were transcribed and analysed. Table 11 shows the
ifive most common male and female first names in the database and in a Swedish first
lname book (Allén, 1995). There are two main reasons for the difference between the
itwo: the first name book counts all given names of a person, while the telephone book
loften lists one of them. Secondly the first name book includes almost all 8.5 million
Swedes, of all ages, while the telephone directory only includes 4.5 million subscribers,
iwith a different age and sex distribution. There are for example more male subscribers,
Ibecause it is often the husband in the family that is listed in the telephone book.
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Table 11. The most common male and female first names in the Swedish telephone
ldirectory and in the first name book.

Telephone book First name book
Male Female Male Female
Lars Eva Erik Maria
Anders Karin Karl Anna
Lennart Kerstin Lars Margareta
Bengt Lena Anders | Eva
Gunnar Ingrid Per Elisabeth

IThe names were tagged with sex in the morphological analyser lexicon, giving 2142 of
tthe first names in the lexicon a male tag and 2,475 a female tag. These tagged names
lcover 97,4% of the occurrences in the Swedish telephone directory. The stress-
Ipatterns of male and female first names are shown in Table 12. In the first column the
stress pattern of the name is described by two numbers, x:y, where x is the number of
syllables and y is the syllable that carries the main stress.

Table 12. The stress pattern of male and female Swedish first names.

Stress Male names Female names
pattern | NOFW | FW Example NOFW | FW Example
1:1 7% | 31% | Bo 3% | 5% | Ann
2:1 35% | 58 % | Arne 38% | 51 % | Eva
2:2 1 % 0 % | René 6% | 8% | Mari
3:1 4 % 3 % | Mikael 20 % | 12 % | Annika
3:2 50 % 8 % | Johannes 9% | 15 % | Agneta
3:3 0.4 % 0 % | Severin 5 % 1 % | Josefin
4:1 0 % 0 % | Veli-matti 11 % 2 % | Mirta-stina
4:2 0 % 0 % | Karl-mikael 2 % 2 % | Elisabeth
4:3 0% | 0% | Alexander 2% | 3 % | Margareta

[Most men and women have a name consisting of two syllables with the primary stress
lon the first syllable. Most male names are trisyllabic with primary stress on the second
syllable, of which most are double names with primary stress on the second name. The
Imethod of creating new compound names from existing ones is a very productive one.
I50% of all male names in the dictionary are compound names, but these only cover 7%
lof the subscribers. The large number of double names explains why most male names
lhave the primary stress on the second syllable. The most used male names have their
lprimary stress on the first syllable. Most female names have the primary stress on the
Ifirst syllable.

Double names are common among both the male first names (50%) and the female
first names (30%). These have a uniform pronunciation structure, but the structure of
iImale and female double names differs, see Figure 2. Male double names are often
ftrisyllabic with accent T and stress on the second syllable. The female double names
vary more, but often have three or four syllables with accent II and primary stress on
tthe first syllable, following the normal pattern of Swedish compounds. First names are
ttagged with sex in the morph lexicon to handle this difference in pronunciation.
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accent I with primary
stress on second syllable
Lars-Erik [la:s'e:rik ]

or

accent II with primary
stress on second syllable
Lars-Erik [la:g"e:r 1k ]

accent II with primary
stress on first syllable
Anna-Lena [ ™ana -le:na ]

1.6 t[s]

Fnia
X t[s]

|Figure 2. The stress-pattern of male and female compound first names

t[s]

IThe difference in pronunciation of male and female double names has been explained
by Noréen (1907). The first part in male double names have lost their stress in analogy
iwith the pattern of first name + family name, for example the name Karl Andersson is
ipronounced [ka:|'andogson], and in the same way the double name Karl-Anders is
ipronounced [ka:|"andos]. Men were often called by their first name followed by their
ifamily name, while women usually were called only by their first name. This is why the

analogy has not been used for female double names.
Ll

60

50 1

40

Percentage of all names of each se

30
20 +

10 +

Number of syllables

1 Compound first names, FW

& Single first names, FW

[0 Compound first names, NOFW
B Single first names, NOFW

|Figure 3. The distribution of number of syllables for male and female first names

[Figure 3 shows the number of syllables for male and female single and double names.
[Most names have two or three syllables. Only 7% of the male names are single-syllable
Inames, but they have a coverage of 31%. Most names that have four syllables or more
are female. The male first names contained an average number of 1,8 syllables and the
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ifemale 2,4 syllables. The difference is 0,6 syllable which is slightly less than reported in
learlier studies (Otterbjork, 1979). They found that female names were almost one
syllable longer than male names.

Earlier in this chapter it was shown that the most common stress pattern for both
Imale and female names was a disyllabic name with the primary stress on the first
syllable. Those with names of other lengths often get affectionate forms of their names,
tthat almost always are two-syllabic, with primary stress on the first syllable and accent
ILI. Elert (1964) proposed that this pattern has an expressive function in Swedish, used
lin pet names, e.g., Maggan for Margareta, in nursery words, e.g., fosse for fot (‘foot’)
and in slang, e.g., fralla for franskbrod (‘French bread’). The endings -an and -is are
often used to generate these words (Stahle, 1979). In Stockholm many place names
have a slang form, e.g., Ralambshov -> Ralis;, Tekniska Hogskolan -> Teknis;
IStallmdstaregarden -> Stallis. The ending -is is also used in non name words as dagis
(‘day nursery’) and kdndis (‘celebrity’).

The affectionate forms of the names are mostly ellipses generated by extracting the
lbeginning of the word, often as far as the second vowel. This vowel and the rest of the
Inames are replaced by an expressive gemination and an affectionate ending (Eliasson,
1979). Some examples are:

Sigurd -> Sig+ge -> Sigge
Joakim -> Jo(a)k+ke -> Jocke
Frans -> Fra(n)s-se -> Frasse
Malin -> Mal+la -> Malla
Viktoria -> Vik+kan -> Vickan

Margareta -> Ma(r)g+gan  -> Maggan

The most common endings in these affectionate names are shown in Figure 4. The
Imost common male ending is -e, and most common female is -an.

50 A

40 A

30 - B Male affectionate name
— O Female affectionate name

20 A

10 -
| Hul

m

€ an

Number of names with affectionate form

| HINul
f " m f " m f
a i

|Figure 4. The distribution of the endings in affected forms of names.

The 100 most common names of length 1, 2, 3 and 4 where selected to study the use
lof affectionate forms. These 400 names have a coverage of almost 60%. The author of
this thesis tried to find affectionate forms for these names. The distribution of
affectionate forms for the names of different lengths and stress patterns can be seen in
[Figure 5. The figures to the left of the arrows show the number of names that got the
affectionate form and the figures to the right give the coverage of these names.
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1 syllable

m 2 syllables 3 syllables 4 syllables

Normal form

2 syllabic affected form

|Figure 5. The number of names of each length and stress-pattern type that have a
lcommon affectionate form. The circle-sizes are proportional to the number of names
in that group, and the line-weights indicate the coverage of the names.

[Notice that almost all names with one or four syllables have a disyllabic affectionate
fform. Many trisyllabic names have an affected form, while most disyllabic names do
Inot. However, the disyllabic names that got an affectionate form were accent I names,
with an affectionate form of accent II, e.g., Fredde for Fredrik. The ones that were
lunchanged were already in the preferable form.

The first names have been analysed and compared to the non-name words. The
Imain results are shown in Table 13. For more detailed statistics see the Appendix.

Table 13. Some statistics on patterns in first names.

Pattern In first names Not in NNW
Stress patterns 33 0
CVC-patterns 195 6
Diphones 754 5
Triphones 3,074 495

|All stress patterns found in first names can also be found in non-name words. There are
six CVC-patterns that only occur in first names:

Claudia Georgia Ann-Sofia Alexia Ia  Eugenia

klaedia je'orgia “an-sufi:a aleksia ™i:a  cege:nia

CCVVCVV CVVCCVV  VCCVCVV  veveevy VYV VVCVCVV
[Notice that all these CVC-patterns contain vowel sequences. Most of them are either
lof foreign origin, e.g., Alexia, or compounds, e.g., Ann-Sofia. This explains why these
ICVC-pattern are not found among the 107,379 most common Swedish non-name
iwords. The five diphones that were only used in first names were [an, =d, &g =t, =].
|IAll of these occur in English names like Janice, Gladys, Maggie, Kathleen and
|Franklin. The Swedish [&] only occurs before retroflex consonants in standard
Swedish.
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4.3. Place names

Most place names are two-morphemic (79%) or one-morphemic (16%), a few are
tthree-morphemic (5%). The two-morphemic names are similar to surnames, mainly
[because many surnames are derived from place names. The first morph in the two-
Imorphemic names is one of 2542 nouns or adjectives and the second morph is one of
Imerely 542 nouns. This is similar to the surname-pattern, but the morphs differ. The 50
Imost common morphs in bimorphemic place names and surnames are shown in Figure
a6 in the Appendix. Figure 6 shows the overlap of morphs between place names and
surnames, as well as the overlap between morphs in first part and the second part of
leach name type.

Initial morphs part of End morphs in
both name types both the name types
place names

29%
place names
46% surnames
- %ugntyjlmes 5%
both
16% both

4%

|[Figure 6. The overlap of morphs in two-morphemic place names and surnames. The
lsurnames have 50% more morphs than the place names.

Seemingly the first morph makes the name unique while the second morph is used to
lidentify the name as a place name or a surname. The initial morphs of the surnames
lhave quite a large overlap with morphs in all other positions, see Figure 7. The overlap
between the end-morph in surnames and the end-morph in place name is much smaller
ithan the overlap between the two initial morph groups, which have the largest overlap.
[This supports the idea that it is the second part that characterises the names. There are
some other differences between them. Table a3 in the Appendix lists the 50 most
lcommon morphs of the four types described above. As can be seen in the table, the
spelling differs: surnames are spelled with ‘4°, ‘¢> and ‘z’, while place names mostly
lkeep the spelling of the original words.

The stress patterns of the bimorphemic names of these types also differ.
Bimorphemic surnames almost always have the structure of common compounds of
ltwo root-morphemes, e.g., Bergstrom [b'erj-strgm]. Many place names that consist of
ltwo root-morphs have changed their pronunciation to resemble one-morphemic words
with a derivational suffix, e.g., Malmd [m'alm¢]. The same name can be either a place
Iname or a surname, but with different stress patterns, e.g., Grondal will be pronounced
[gr'g:n-da:I] when it is a surname; and [grégnd'a:I] when it is a place name. The
ldifferent stress patterns of two-morphemic place names are shown in Table 14.

Table 14. Some statistics of patterns in place names.

Place names | Stress patter
2,875 accent II with morph boundary (‘M#M)
807 accent II without morph boundary (‘MM)
582 accent I with primary stress on first morph (MM)
452 accent I with primary stress on second morph (M'M)
58 accent II with primary stress on second morph (M'M)
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Statistics on some patterns are displayed in Table 15. Only one diphone, [ug], occurs
lexclusively in place names, as in the Lappish Vivungi. No stress patterns are unique for
Iplace names, and only 20 unique CVC-pattern, were detected. Of these, four come
lfrom Lappish names, e.g., Kieksidisvaara [kreksiejsva:ra] CVVCCVVCCCVCV, eight
are two-morphemic, e.g., Alands-bro [e:landsbru:] VCVCCCCCV and eight are three-
Imorphemic, e.g., Bergs-viks-holme [barjsvi:ksh'olmo] cvccccvceccvecy. The 10
most common CVC-structures, shown 1 Figure al6 in the Appendix, are quite frequent
lin non-name words as well. However, the fourth most common pattern, CCVCCVCC,
lhas rank 100 in non-name word CVC-patterns. This pattern occurs in Stockholm
[st'okholm] and Trangsund [tr'on-send]. Examples of common words with this pattern
are tveksamt, praktisk and troskeln. Most of the missing patterns would be found in a
larger lexicon that includes more compounds and if co-articulation rules are applied
across morph boundaries.

Table 15. Some statistics on patterns in place names.

Pattern In place names Not in NNW
Diphones 1,086 1
Triphones 6,153 905
Stress patterns 57 0
CVC-patterns 446 20

4.4. Street names

The database contains 64,621 street names, of which 39,822 were transcribed and
analysed. The most common street names are: Storgatan, Ringvigen, Kungsgatan,
INygatan and Skolgatan. Street names generally consist of one or two common words
ffollowed by -gatan (‘street’) or -vigen (‘road’), for example Gron-dals-vigen
(‘Green-valley-road’). The 39,822 street names were processed by Twol, giving parts
lof speech tags on the included morphs in 29,518 of the names. Table 16 shows the
Imost common patterns for these street names. The 10 most common patterns in the
first part of the street names cover 98% of all street names. These patterns are
ifollowed by ‘street’, ‘road’ or another of 400 end-morphs. The 10 most common end-
imorphs in Table 17 cover 95% of all street names.

Table 16. The most common patterns Table 17. The most common endings

in the first part of street names. of street names.
Pattern before end-morph Coverage (%) End-morph Coverage (%)
Noun#Noun 46.0 végen (‘the road’) 46.5
Name 27.0 gatan (‘the street’) 27.0
Noun 7.0 vig (‘road’) 7.8
Adjective#Noun 4.0 grind (‘alley’) 4.9
Adjective Noun 3.0 stigen (‘the path’) 3.6
Adjective 1.0 backen (‘the hill’) 1.8
Adjective Noun#Noun 0.6 gata (‘street’) 1.6
Adjective Name 0.5 gangen (‘the pathway’) 0.7
Verb#Noun 0.3 plan (‘place’) 0.7
Noun#Verb 0.2 torget (‘the square’) 0.5
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IIn the two-morphemic street names the first part mostly consists of a name, a noun or
an adjective. The three-morphemic street names have a similar pattern: the first part is
lusually a noun or adjective, whereas the second part almost always is a noun in
lgenitive form. Five of the most common initial morphs are shown i Tables 18 and 19.

Table 19. Common initial morphs Table 18. Some common morphs in three-
in two-morphemic street names. morphemic street names.
First morph First morph Second morph
Name | Noun Adjective Noun Adjective Noun
Balder skog (“forest’) vaster (‘west’) sten (‘stone’) ny (‘new’) bergs (“mountain’s”)
Sleipner | kvarn (‘mill’) lang (‘long’) sjo (‘lake’) stor (‘big’) gards (“yard’s”)
Tegnér sjo (‘lake”) ny (‘new’) berg (‘mountain’) | hog (‘high’) | torps (“croft’s”)
Idun strand (‘beach”) stor (‘big’) sand (‘sand’) norr (‘north’) | éngs (“meadow’s”)
Froding | sol (‘sun’) soder (‘south”) sol (‘sun’) lang (‘long’) | &s (“ridge’s”)

|As can be seen in Table 20 there are only 16 unique diphones, most of which are
lgenerated at compound boundaries. Most of these occur at morph boundaries, which
lexplains why they did not occur in the common word lexicon. When a lexicon of 1.8
Imillion common words is used, all of them are found. The 10 stress-patterns that only
lexist in street names have two main origins. Firstly, street names are constructed by
lcompounding words that are not usually compounded, e.g., Holldndare#hus#vdgen.
Secondly multiple words are used as street names, e.g., Vistra Jdrnvdigsesplanaden.
[This explains the large number of CVC-patterns that are unique for street names.

Table20. Some statistics on patterns in street names.

Pattern In street names Not in CW
Diphones 1,299 16
Triphones 13,978 2,998
Stress patterns 140 10
CVC-patterns 2,251 939

|Certain rules have to be included in an automatic transcription system for street names.
Since street names often consist of multiple words, they are often abbreviated. Names
lbeginning with adjectives for the points of the compass, norra, sodra, viistra and dstra
are abbreviatiated ‘n.”; “s.”, v.” and ‘0.”. Other adjectives and titles like ‘doctor’ are
also abbreviated. The endings -gatan and -vigen are mostly written -g. and -v. The

irules for expanding these abbreviations are shown in Table 21.

Table 21. The use of the street name-endings -g. and -v. .

The context of the endings -g. and -v. Example of expanded street names

Most names ending with -g. and -v. Storg. - Storgatan

are in definite form Ringv. - Ringvdgen

If the last word is skolg., byg., kyrkog. or | Maria skolg. - Maria Skolgata

similar it is in indefinite form Spdanga kyrkv. - Spanga kyrkviig

If the ending is preceded by an adjective and | Lugna g. - Lugna gatan

space it is in definite form Sodrav. - Sodra vigen

If the ending is preceded by a name and | Renstiernas g. - Renstiernas gata

space it is in indefinite form Drottning Kristinas v. - Drottning Kristinas vig
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Other problematic abbreviations are initials in names. There is no way to expand the
lname J A Perssonsg. if you do not know who the person behind the name is. Roman
lnumbers are used in names of kings, for instance Christian IV v. for Christian den
fjdrdes viig.

Some etymological features change the pronunciation of a name. There is for
lexample a difference in pronunciation of bimorphemic surnames and place names, as
was previously shown. Bimorphemic surnames always have primary stress on the first
imorph. The place names differ more, for example names ending with -berg, -lund and -
ldal will mostly get primary stress on the last morph, for example Katrinelund,
IKarlberg and Grondal. 1f a street name consists of a place name followed by vigen
and it begins with an adjective, like norra (‘northern’), this could either relate to the
street or to the place. The adjective will be de-accentuated if it relates to the place
name. The street Ovre Grondalsviigen can get three different readings, depending on
ithe etymology of the name, see Table 22. The fourth possible reading, of a person
called Ovre Grondal is regarded as incorrect.

Table 22. Alternative pronunciations of Ovre Grondalsvigen and their etymology.

Etymology Transcription
there is a place called Ovre Grondal [¢:vro-gr¢:nd'a:ls-ve:gon]
there is also another street Nedre Grondalsgatan, ['¢:vro gre:nd'a:1s-ve:gon]

that is generated from a place Grondal
there is also another street Nedre Grondalsgatan, that ['¢:vro gr'g:n-da:ls-ve:gon]
is generated from a person with surname Grondal
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5. Grapheme-to-phoneme conversion

IThe correct conversion from a string of letters to its pronunciation is essential in a text-
to-speech system. The simplest approach would be to have a pronunciation dictionary,
but this would have to be extremely big in a general system, especially if names are
lincluded. The use of a domain dependent dictionary is often used. In languages such as
Swedish where compounds are very common, some grapheme-to-phoneme conversion
ttechnique will be needed as well, for example context dependent rules or a
Imorphological decomposition. There are a number of techniques that have been used
ifor this task, of which the most used is the rule-based method. However, rule-based
systems have often proven to be insufficient when dealing with names. The different
approaches used for transcription of names in the Onomastica project and elsewhere
iwill be presented in this chapter.

5.1. Context dependent rules

IThe context dependent rules used in the Swedish part of the Onomastica project are
linspired by the formalism of generative phonology. A dictionary of aligned grapheme-
Iphoneme strings is often used to derive the transcription rules. Any string of N
leraphemes aligned with a string of M phonemes can be described by at the most N
lcontext dependent rules. This would be the case where you simply have one rule for
leach word generating the transcriptions. It is quite easy to extract rules in this way, but
ithe problem is to minimise the number of rules, for example by unifying rules that share
ithe same context. The rule-based system at KTH (Carlson and Granstrom, 1976) uses
lcontext sensitive transformation rules in a notation that is similar to the one used in
lgenerative phonology. The structure of these is exemplified by the hypothetical rules in
[Figure 7.
I:A—A:/B_R Ex. BAR —> BA:R
BARRA —» BA:RRA
BARSK —» BA:RSK

2: A:—» A/ _<CONS>(2,3) Ex BAR —> BAR
BA:RRA — BARRA
BA:RSK —» BARSK

\Figure 7. The RULSYS notation for context dependent rules.

[Rule number 1 replaces all occurrences of A after B and before R with A:. Features
like vowel, nasal or stress can also be used in the rules. Rule 2 uses the feature
lconsonant, <CONS>, where it replaces all occurrences of A: before two or three
lconsonants with A. The rules are applied in the order they are written. This makes the
lorder of the rules important, as can be seen in Figure 8. In this example the same two
irules will result in different output because rule number 2 changes the context used in
frule number 1.

I:A—>»C/C_C Ex. CACA —»>CCCA

2:.C—»A/_A CCCA —»CCAA

I:.C—»A/_A Ex. CACA—> AAAA
2:A—»C/C_C

|Figure 8. The result of applying the same two rules in different order.
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IIn the Swedish rule system obvious stress marking and consonant changes are done in
ithe beginning, while more sophisticated rules that depend on other rules appear later.
Morph decomposition is done during this process, since it is important for the
Ipronunciation of Swedish word, for example when determining of the accent of the
tword.

5.2. Symbolic learning

|A system that uses the symbolic learning technique learns to do grapheme-to-phoneme
lconversion by training on a large corpus of aligned pairs of grapheme strings and
iphoneme strings. The aligned corpus must be manually corrected. The training results
lin a stochastic decision tree. Decision trees are like ordered lists of context dependent
irules. However, for languages like English this approach will probably produce
transcriptions with a phoneme accuracy of at most 90-95%, which corresponds to a
iword accuracy of 55-60%. Symbolic learning is used in the Danish part of the
Onomastica project. Their table-lookup approach is called SELEGRAPH. (Anderson
and Dalsgaard, 1995). An overview of the system is shown in Figure 9.

1
. : Phoneme strin
Grapheme string ! g

1
— 1
i
! Alignment
1
i
| |
y Viterbi iteration

Context ;

. Aligned phonemes

encoding !
1
i

¢ i
Phoneme | !
estimation ;
¢ ! Right hand side of
! system is only used
Phoneme String 1 during training session

|Figure 9. Architecture of the SELEGRAPH system (Anderson and Dalsgaard, 1995).

[The system is trained in three steps:

® First the grapheme strings and phoneme strings are aligned using an iterative
Viterbi alignment algorithm.

® Then the mutual information from the context is computed, enabling
determination of the size of the input window and in which order the context is
to be considered.

® Finally the stochastic decision tree is built by examining a dictionary of aligned
pairs of grapheme and phoneme strings. The tree consists of leaves and branches.
The leaves contain statistics of possible phonemes for each grapheme in a given
context. Each leaf has a pointer to the following leaf.

IDefault mappings are used for unseen words with grapheme strings that were not in
ithe dictionary and for ambiguous conversions.
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[When the system is used for transcription the tree is traversed from the root down the
branches in the order given by the mutual information, until the desired grapheme
string is obtained. On the way down each leaf outputs phonemes according to the
associated statistics.

This approach has problems with generalisation, since only default mappings are
lused for unseen grapheme strings. Another drawback is that it could output
transcriptions that are not legal, for example transcriptions with more than one primary
stress. The word accuracy on surnames for this system ranges from 66% for Danish to
195% for Italian.

5.3. Artificial Neural networks

|An Artificial Neural Network (ANN) is a computational model, that is influenced by
ithe biological neural networks of the brain. An ANN consists of a number of nodes in
layers that are connected to nodes in other layers. The weights of the connections are
trained by presenting input data at the input layer and then adjusting them until the
activities in the output layer are close enough to some predefined wanted output
activities. ANNs have mostly been used for speech recognition, but there are some
lexamples of grapheme-to-phoneme conversion ANNs. The ANN learns to transcribe
Iwords by being trained on a dictionary. The network processes the letters one by one
and outputs a set of activation levels. These are mapped to the closest bit string that
lrepresents a legal phoneme/stress pair. The most famous system that uses this
ttechnique for letter-to-sound conversion is NETtalk (Sejnowski and Rosenberg, 1987).
[The Portuguese Onomastica system (Viana et al., 1995) is inspired by this system, and
lit uses the conventional multi-layered feed-forward neural network. Their system
Iproduces transcriptions with word error rates of 7.3% for a test-set of common words
and 12.4% for names.

A problem with the neural network approach is that it does not cope very well with
lirregular words, which names often are. Another problem is that ANNs produce
transcriptions letter-by-letter, where the best result so far for languages with complex
spelling like English is a phoneme accuracy of around 90-95% (Ainsworth and Pell,
1989), giving a word accuracy of around 50-60% (Coker et al, 1993).

5.4. Markov Models

[Hidden Markov Models (HMM) are often used in speech recognition, but they can be
Imodified to do grapheme-to-phoneme conversion as well (Parfitt and Sharman, 1991;
IRentzepopoulus and Kokkinakis, 1991; Riley, 1991). The HMM model is based on the
statistical properties of the task. A Markov process is a chain of states, in this case the
Iphonemes. Transitions between the states have probabilities, for example the
[probability a;; to move from state i to state j. At each state the letters are emitted as
lobservable outputs, while the states themselves are hidden. The task of the system is to
ldetermine which hidden state sequence (the transcription) that was most probably
traversed to generate a given output sequence (the orthography). This will produce the
Imost probable transcription of the given orthographic string. An example with three
names is shown in Figure 10. In this example the probability that grapheme ‘Y’ is
lemitted in state six is by while the probability for emitting ‘I’ is bi. State four is a null-
phoneme.
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\Figure 10. A Markov model of the names Bill, Billy and Billie.

[The system is built in four steps :

e First the appropriate states and outputs have to be defined.

e Then the initial transition and output probabilities are estimated, using a corpus
of aligned grapheme and phoneme strings.

e The most probable state sequence to produce a given output is obtained using
the Viterbi algorithm. The performance of the model can then be computed by
comparing the state sequence with the correct transcription.

e Finally the initial parameter estimations are improved by using the Forward-
Backward algorithm in a number of iterations.

[When the system is used for transcription the Viterbi algorithm is used to get the most
lprobable phoneme sequence. If the system is to be used for phoneme-to-grapheme
lconversion the only thing that has to be done is to swap the grapheme string with the
lphoneme string in each state.

The HMM approach has some weaknesses: One is that it cannot use longer range
lcontext. These are quite common in names, where the ending correlates with the origin
lof a name, and therefore influences the transcription of the whole name. Another
ldrawback is that HMMs tend to ‘over-train’ on the training-data, giving insufficient
lgeneralisation. Finally appropriate estimations of the transition and output probabilities
Imust be decided for all unseen sequences.

5.5. Analogy

The analogy approach uses a lexicon with transcribed words to create transcriptions
ifor unknown words. The strength of analogy has been shown by Coker et al. (1993)
and Sullivan and Damper (1991). This approach has been used in the Italian
Onomastica system (Pirelli and Federici, 1995). Their system is described in Figure 11.
[First the system must find out which grapheme strings to match with which phonemic
strings. These matches can be anywhere in the words.

Grapheme strings: @ 0 @ !
u 0
Phoneme string: fol @ i
/ o/

Graph. Phon.
r —/r/
SS —» /s:/

Grapheme-to-Phoneme Rules:

|Figure 11. Learning two mappings by example (Pirelli and Federici, 1995).
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IThe systems always favour longer grapheme strings over shorter ones. This approach
lis possible when dealing with a language like Italian where the mapping from grapheme
lto phoneme is quite consistent. In languages like English and Swedish, however, where
ithe grapheme-to-phoneme correspondences are far less regular, it is necessary to have
a large dictionary and use context. Otherwise the system could generate transcriptions
llike the classical example by G. B. Shaw shown in Figure 12.

Grapheme strings: 1 au|gh wlolm e n na [tijon
Phoneme strings : 1 a:|f wW|Ijm o n nalflon

Graph. Phon.

gh— f
Grapheme-to-Phoneme Rules: 0 — 1

ti — |
Grapheme string Phoneme string Grapheme string
ghoti > fif > fish

|Figure 12. To pronounce ‘ghoti’ in the same way as fish by using analogy.

|A more robust way to use analogy is to use only two dictionary words at a time, where
ithe beginning is taken from the first word and the ending from the second, with
Imaximum overlap. The French Onomastica system JUPA (JUst PAste) (Yvon, 1994),
linspired by the work by Byrd and Chodorow (1985), uses this technique. In this system
ithe overlap in the matching must be at least one letter, and the overlapping letters must
lbe consistently transcribed. These restrictions are too strong in many cases, a strategy
llike that shown in Figure 13 must be used.

WORD MATCH PICK PASTE PICK2a |PASTE2a| PICK2b | PASTE2b
faktif/ |/akt/ lakt/ /ak/

t]i t t .
action | (2CHif fa c N E 0 T T R AT Jaksj3/
solult ion| tlion ion tion

/solusj 3/ | /s j 3/ inconsistent! /i 3/ | wrong! Isj 3| comect!

|Figure 13. The behaviour of the transcription system JUPA (Yvon, 1994).

IIn this figure the transcription of the word action is obtained from the words actif and
Isolution. First the maximum overlap is picked, but the transcription of the ‘¢’ in actif is
Inot consistent with the ‘#’ in solution. Therefore the overlap is reduced to zero, pick?2,
iwhich gives the two transcriptions in paste2a and paste2b, where the second is the
lcorrect one. The problem is to choose the correct solution. The system also produces a
score for the quality of the transcription. The score is the sum of two parts, the size of
ithe overlap compared to the size of the unknown word; and the number of pairs of
lcombined words that support the solution compared to the total number of words that
lcould be paired consistently.

A problem with this approach is that the system will not output any transcription at
all if the new word cannot be matched with two words in the dictionary. A large
ldictionary is necessary.
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5.6. Morphological analyser

[The multi-morphemic structure of surnames have been shown by Spiegel et al (1989)
and Belhoula (1993). The name analysis in this paper showed that 63% of the
surnames in Sweden were either compounds or son-names. The rest of the names are
loften obtained by adding prefixes or suffixes in a similar way as for English surnames,
as shown by Coker et al (1993). They also included the concept of rhyming. The basic
lidea is that it is safer to concatenate transcribed morphs from a dictionary than to use
letter-to-sound rules for the whole words. This approach is similar to analogy, but
Imore controlled, since the selection and transcription of the morphs is controlled by
lhumans, as is the way they are put together.

The two-level morphology Twol, designed by Koskenniemi (1983), is a method to
ldo morphological decomposition. It has primarily been used by computational linguists
lto tag text with parts of speech. The method can also be used for transcription, by
lincluding transcriptions of the morphs among the parts of speech tags. The Swedish
Imorphological analyser Swetwol, constructed by Karlsson (1990), consists of a lexicon
iwith 45,000 core vocabulary items. The bulk of the words where derived from Svenska
|Akademiens Ordlista (Svenska Akademien, 1990) and a set of eight two-level rules.
SWETWOL is based on ‘classical’ Swedish grammar and can form words by
linflection, derivation and compounding. It consists of about 300 mini-lexicons, in
iwhich each item must point either to another mini-lexicon or to the end_of word
symbol ‘#’. The system uses the 12 basic parts of speech: N, A, PRON, ABBR, NUM,
'V, AD-A, ADV, INTJ, KONJ, PREP and INFMARK.

All the morphs in the dictionary have been transcribed with a semi-automatic
procedure, using the KTH text-to-speech system (Magnusson et al., 1990). The
transcriptions are included among the parts of speech tags between slashes.

Analysis of inflection, derivation and compounding is done in the following manner:
There may exist a number of top lexicons for different applications, like non-name
iwords, place names and surnames, as well as mini-lexicons for inflectional and
lderivational categories. A lexical search consists in the establishing of a path through a
series of lexicons. A lexical search is initiated in a top lexicon, e.g., MAJORS. Each
lexical entry contains three fields:

orthographic field link field tag field
the orthographic strings links to the parts of speech
and other symbols mini-lexicons tags and transcriptions

In each lexicon searched, a search is successful if the whole (of the remaining) string,
lor a substring of it starting from the left, is found as an orthographic entry. If a search
lin one lexicon is successful, the contents of the link field points to the lexicon that will
Ibe searched next. This next lexicon will then be searched for a match of the remainder
lof the input string. The search comes to an end, either if the remainder of the input
string is empty and the next lexicon has an end-of-string mark, ‘#’, as an entry (a
successful search), or if no match could be found (a failed search).

If the search was successful, the contents of each of the lexicon entries that were hit
iwill be concatenated in two separate streams, an orthographic stream and a tag stream.
IIn the orthographic stream a morpheme boundary mark is inserted before each new
addition. There may be several successful searches, which will then be passed on as
alternative analyses.
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|An example of how a derived word form is analysed is shown in Figure 14. The
adjective kunglig (‘royal’) is derived from the noun kung (‘king’), which has a lexical
lentry in the MAJORS lexicon. The mini-lexicon NDER in this example contains two
lderivational suffixes, of which one is lig. The Swedish system contains 12 such
lderivational suffixes, as well as 30 derivational prefixes. Finally the end of word symbol
lis found in the mini-lexicon NOMGEN.

kunglig

kung ¢

LEXICON MAJORS
bil ENARI "/B'T:L/ ";

Orthographic stream: kung E ARZ\/K UNG/ " Tag stream:
lig
kung ———K'UNG/

LEXICON ENAR2

ANOMGEN "N UTR INDEF SG ";
en NOMGEN "N UTR DEF SG /EN/";
ANDER " ";

i
k /K'UNG/
g LEXICON NDER
isk A "= DER-isk /'ISK/";
/]lg K: DER-lig /L'1IG/ ";
kung+lig \ \/b

LEXICON A K'UNG/ = DER-lig /L'1G/

t NOMGEN " A NEU INDEF SG /T/ ";
A"NOMGEN " A UTR INDEF SG ";
NOMGEN

A
kung+lig 5 /K'UNG/ = DER-lig /L'IG/
LEXICON NOMGEN A UTR INDEF §G

S#"GEN/S/";

AR NOK

COMPLETED! : _ o
kung+lig \K UNG/ = DER-lig /L'IG/

A UTR INDEF SG NOM

|Figure 14. The morphological analysis of the derived word form ‘kunglig’.

[The analysis of an inflected word form is performed as shown in Figure 15.

LEXICON MAJORS
kung ENAR2 "/K'UNG/ ";
Orthographic stream: bil ENARI "/B'L:L/ "; Tag stream:
D ——
‘/ \en \
bi
LEXICON %NARI

A NOMGEN "N UTR INDEF SG ";
en NOMGEN " N UTR DEF SG /EN/";
L

3 e
bil+en / X /B'LL/ N UTR DEF SG /EN/

LEXICON NOMGEN

S#"GEN/S/";
AN#"NOM "y

/B'T:.L/

bil+en COMPLETED! /BT:L/ N UTR DEF SG /EN/ NOM

|Figure 15. The morphological analysis of the inflected word form ‘bilen’.
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IThe stem of the word bilen (‘the car’), bil, has a lexical entry in the MAJORS lexicon.
The ending en is found in the mini-lexicon ENAR1 and the end of word symbol is
again found in the NOMGEN lexicon. Compounds are obtained by linking an entry to
the lexicon ROOT which in turn links the entry to the MAJORS and
COMPOUNDCODAS lexicons. MAJORS is the lexicon containing the root morphs of
lnouns, verbs and adjectives; COMPOUNDCODAS contains those words that only
loccur in the second part of compounds, e.g. -aktig in bldaktig (‘bluish’).

SWETWOL has eight two-level rules that are compiled into a run-time finite-state
automaton. These rules are used when the lexical and the graphemic surface
irepresentations differ. The rules have the format shown in Table 23.

Table 23.The format of the two-level rules (Trost , 1993).

Target Operation Context
lexical:surface | <=  the context gives the target [1[]
=>  the target lexical:surface pair | where the left and right context is
exists only in this context separated by ‘_’. The context is
<=> the target pair only exist in | formulated with regular expressions,
this context and vice versa e.g.,
/<= the target lexical:surface pair | lexical:surfacellexical:surface

can be missing in this context

IThe regular expressions used in the rules are listed in Table 24.

Table 24.The regular expressions used in the two-level rules (Trost , 1993).

Operation Regular expression | Explanation

concatenation abc:d a:b followed by c:d

alternation a:blc:d either a:b or c:d

conjunction azb&c:d a:b and c:d

Kleene star a:b* zero or more a:b

Kleene plus a:b+ one or more a:b

negation "V if anything then not V

term negation \V an element, but not V

difference V-e any V exept e

ignoring V*#/a:b zero or more V, ignoring any a:b
containing ${a:blc:d} any string that contains at least one a:b or c:d

Some examples of rules used in the Swedish system are listed in Table 25 along with
some short explanations and examples.

Table 25. Four of the eight Swedish two-level rules (Karlsson, 1990).

Swedish two-level rules Explanations

D:t <=> _i ; D is realised as t before t, else as d, e.g. lett

m:0 <=> :m_N: : m is deleted between m and N, e.g. simning

Z:s => #ox #:.0%: X enables lexical Z to be realised as s when there is at
least one compound boundary to the left, e.g. allows
skolbokshylla but not skolsbokhylla

%: /<= Yo% _ ; constrains compound formation. The lexical segment

% occurs in connection with finite verb forms. This
rule prohibits the occurrence of more than one % in the
same word
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IThe system will output a number of possible solutions. The simplest way to pick the
lcorrect one is to choose the one with the least number of morphs, since small words
loften can be compounded and found in larger words. The parts of speech tags can be
Iparsed in order to select the most probable solution. The transcription is then obtained
by gluing the transcribed morphs together with a small set of rules.

5.7. The Onomastica results

The Onomastica partners have used different techniques for grapheme-to-phoneme
lconversion for names. The results found in these reports are summarised in Table 26.

Table 26. The word error rate for surnames transcribed with different approaches.

Language Word error rate Approach used for best result
(best reported result)

Danish 34% Table-lookup
Dutch 52% Rules
English 33% Rules
French 10% Analogy
German 23% Rules
Greek 11% Rules
Italian 2% Analogy
Norwegian 34% Table-lookup
Portuguese 7% Rules
Spanish 2.2% Rules
Swedish 7% Morphology

[These are not the final results, but the differences in performance and techniques
Ichosen might reflect the complexity of the task for the different languages. For some
languages, like Spanish and Italian, the spelling is close to the pronunciation, while the
Irelations between spelling and pronunciation are quite complex in languages like
IDanish, Norwegian, Dutch and English.

5.8. Summary

[There is no universal single best method to do the grapheme-to-phoneme conversion.
It depends on the language and on the available corpus. Generally the context
ldependent rules seem to work quite well. The statistical methods like neural networks
and HMMs need a large dictionary and work best with regular words. The analogy
approach is plausible for languages where the spelling is close to the pronunciation,
llike Spanish and Italian. Morphology is preferable in languages with a lot of
lcompounds and a regular morphology, like German and Swedish. The best general
solution seems to be to use more complex system:

1. look up the word in an exceptions dictionary

2. do language identification on the word that could not be found in the dictionary
3. do look-up of morphs dictionaries followed by morphological decomposition

4. finally apply rules to the remaining names.

IIf the name transcription system is to be used in a text-to-speech system, the global
lcontext can be used as well. This can for example be done by using parts of speech
ltags obtained by a parser to select the correct pronunciations for hyponyms; or by
applying co-articulation across word boundaries.
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6. Description of the transcription system

The KTH text-to-speech system is a multi-lingual system that covers about 10
languages (Carlson et al., 1991). The grapheme-to-phoneme conversion is primarily
ldone using context dependent rules (Carlson and Granstrém, 1976). The system has
been modified to cope with proper names in a previous project (Carlson, et al.,
1989,1990). Further modifications of the context dependent rules and the extension of
lname to the morphology approach (Magnusson et al., 1990), have been done for the
Onomastica Project (Gustafson 1994,1995). Figure 16 shows the layout of the present
lerapheme-to-phoneme system for surnames.

Surname Origin Tagger
Normalize +
Speiling
? * Distributor
Swedish
Morphological
Rules
%,
N %| Swedish Finnish | |“Foreign”| | English French Spanish German
%5 Name Name General Default Default Default Default
Rules Rules Rules Rules Rules Rules Rules
Compounding Foreign to

Rules . Swedish
Final Phonemes
Transcription

|Figure 16. The KTH grapheme-to-phoneme system for surnames.

[First the origin of the name is determined to simplify the automatic transcription. For
Imore details on the origin tagger, see Chapter 7.1. Depending on the origin, each name
lis sent to a different set of grapheme-to-phoneme modules. The Swedish names are
lfirst sent through a morphological analyser. Morphs with stress and boundary markers
are obtained from the morphological analyser. These are merged into complete
transcriptions using context dependent transformation rules. The names that the
Imorphological analyser could not recognise are normalised in spelling and then
Iprocessed again. The names that the analyser still cannot manage are transcribed with
ithe ordinary Swedish grapheme-to-phoneme rules adjusted for names. The foreign
lnames are first run through language specific grapheme-to-phoneme rules, with
language specific phonemes. Finally these phonemes are mapped to the closest
Swedish equivalents. The sounds are generated with a version of the KTH formant
synthesiser OVE 111, described by Liljencrants (1968).

The grapheme-to-phoneme part of the KTH text-to-speech system will be described
lin this chapter.
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6.1. Grapheme-to-phoneme conversion rules

The grapheme-to-phoneme rules used in the KTH text-to-speech system for Swedish
iwere updated with name-specific rules. The original system for Swedish had 450 rules.
Of these, 250 were kept in the rule system for names. These rules were general rules of
iwhich some are exemplified in Table 27.

Table 27. Some rules in the notation used in the KTH system, RULSYS, that are used
for transcription of both non-name words and names.

Example of rules Description

SCH— SJ Mapping the spelling SCH to the phonefne

LCRULEW —»V Mapping W to V

<KONS,ANT,COR> —» <-ANT>/ | Retroflexions of coronal consonants after R and retroflex
<KONS,-ANT,COR,-TENSE> _ consonants

R —» /_<KONS,-ANT,COR> Removing of R preceeding retroflex consonants
<D,-ANT> —» 2D Mapping D with feature <-ANT> to 2D

Most of the removed rules were of a morphological nature, that inserted morph
[boundaries between certain known morphs. For example:

GYMNASIE — JYM N<A,STRESS,ISTRESS>SITE #/_<SEG> gymnasieskola

—» #/<WORD>E(1) M O T & <SEG> <SEG>(2,2) emotse
—>» #/<WORD>UND E R & <SEG> underhalla
—» #a/& AKTIG<-SEG,FB> lognaktig

About 500 name rules have been inserted in the rule system for names. Many of these
lrules insert a morph boundary between known name-morphs, while others adjust the
stress pattern according to the ending. For example:

SKI—» SJ/_OLD Bergskiold
—» #/_FELD(]) Tsw Bergfeldt
I —» <STRESS,ISTRESS>/_ N <NAME,WORD> Wallin

<VOK> —» <-STRESS,-TENSE>/_ <KONS>(,) IN <NAME,WORD>  Wallin

IThe stress adjustment rules give two-syllable son-names accent I and those with more
syllables accent II. They also move the primary stress to a later syllable in names
lending with -in, -elius and other such endings. The name rules were hand-coded using
tthe transcriptions from the previous project. This approach is quite time consuming and
ithe result is not satisfactory, as can be seen in the evaluation in chapter 8.

Rules for several languages are used in the name pronunciation system. Names that
lhave been tagged as English will be transcribed by the English grapheme-to-phoneme
irules. The transcriptions obtained are then mapped to the closest allophone used in the
Swedish Text-to-Speech system. Some of these mappings are shown in Table 28.

Table 28. Some mapping between English and Swedish phonemes.

English [w [0 [d3 | |©O
Swedish |[v [d [dj |s |t
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6.2. Morphological analysis

The morphological analyser described in chapter 5.6 has been updated to cope with
names as well. The current morphological lexicon, listed in Table 29, consists of the
K#5,000 general Swedish morphs augmented with 2,623 transcribed name morphs and a
Iname lexicon with transcriptions of names occurring in the Stockholm telephone book,
lcompiled during a previous project (Carlson et al., 1989).

Most of the work has been done on the surnames since they are often made of more
ithan one morph, taken from a set of surname morphs. The street names are even easier
lto cope with, since the use ordinary words compounded with -gatan (‘street’) or
-vigen (‘road’). The only change done for street names was to reduce the restrictions
ifor compounding.

Table 29. The updated Swedish morphological lexicon.

Group of morphs Example number of morphs
ordinary Swedish morphs hopp 45,000
place names stockholm 4,361
full surnames from old lexicon olson 24,083
first names, uncategorised prahl 1,570
female first names marie 2,243
male first names anders 1,931
initial only, compound forming surname morphs wahl 1,877
compound forming surname morphs berg 554
stress-taking surname morphs elius 75
non-stress taking surname morphs ner 120

[There are restrictions in the use of the name morphs. This was demonstrated by a
lgovernmental surname committee in 1964 (Statens offentliga utredningar, 1964). They
lconstructed new family names by combining 2,200 initial morphs with 230 end morphs.
They decided that disyllabic end-morph only could be combined with monosyllabic
linitial morphs, in order to avoid generating inappropriate names like Lindenhagen.
|About 100 of the initial morphs should only be combined with stressed end-morphs,
le.g., Ygn-ell, while 300 could only be combined with unstressed end-morphs, e.g., Ab-
Iman. The rest of the 1,800 initial morphs could be combined with any of the remaining
130 end-morphs, with some exceptions: no combinations of morphs are allowed that
Iwould result in a coming together of the same vowels or consonant clusters, e.g., Ask-
Iskog and Grane-dng. In the telephone directory only a few names of this type are
ffound, e.g., West-stedt and Lilje-ding. There are also restrictions to the effect that the
imorphs should not include identical initial or final consonant clusters, e.g., Blom-blad,
ILund-lind. Again there are a few examples in the telephone directory violating this
lrule, e.g., Kvile-kval, Stocken-stam and indeed Lind-lund.

Table 30 lists the ten most common initial morphs and the ten most common end
imorphs. The table shows the number of subscribers with each possible combination. In
addition to the illegal combination of identical morphs (indicated by a star), there are
some combinations that are rare or even non-existent, such as Holm-mark, Sand-dahl.
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Table 30. Number of subscribers with names that are combinations of the ten most
lcommon initial morphs and the ten most common end morphs

berg |strom gren |lund |kvist holm |dahl |stedt mark |wall
Lind 13,781 13,056| 12,024 1f 12,009 4,061 6 803| 1541 2,041
Lund 11,233 6,345| 10,822 *1100,504| 1,097 995 692| 2,722 759
Berg * 10,882 5,662| 10,202 6,884 265| 965 624 418 1,216
Sjo 8,319 3,771 5,255| 1,442( 1,853| 1,742 459 1,335 47 311
Ek 2,360 5,176 21| 7,631 57| 1,594 1,250 345 148 976
Ny 6,525 7,083| 3,744 928 2,011 557 243 395 84 69
Holm 7,076 3,773| 5,260 945| 4,601 * 191 461 0 73
Soder 6,453 4,407 1,206 3,725 2,027 1,382 127 168 154 130
Sand 8,937 5,444 1,501 284| 1,281 141 2 330 97 193
Eng 1,562 7,955 37| 3,956 894 239 1434 104 26 1,126

[Many of these morphs have been constructed by adding -e, -en, -er, -a or -s at the end
lof a morph. This structure has been implemented in the morph lexicon by allowing
some morphs to be “inflected” with these endings. This has reduced the number of root
Imorphs necessary in the lexicon. Table 31 shows the number of morphs with these
suffixes for surnames and place names. If these suffixes are removed from the surname
iImorphs the number of different morphs in the first part decreases from 3,990 to 2,490
and in the second part from 595 to 476. If these suffixes are removed from the place
lname morphs, the number of different morphs in the first part decreases from 2,546 to
1,989 and in the second part from 556 to 433.

Table 31. Number of two-morphemic names with morphs ending with certain suffixes.

Surnames Place names
Ending First Second First Second
-E 933 60 468 88
-EN 358 31 28 39
-ER 374 45 71 14
-A 26 16 244 168

The same morphs that are used in compounds are often used in non-compound names
as well, but with different endings. There are about 150 endings that are used to
lgenerate these names, for example: -lert, -man, -ing and -ner. There are 75 morphs in
ithe lexicon that are always in final position and get the primary stress regardless of the
first part, e.g., -lander, -in and -elius. This structure has been implemented in the same
Iway as derivation for common words.

All morphs that have been included in the morph lexicon have restrictions on their
luse according to whether the names actually exist in the Swedish telephone book. Only
iImorphs that in the telephone directory occur with the -er, -en, -e endings are allowed
lto be combined with these, even though some others could theoretically be used with
them. Name morphs that were found only in initial position are not allowed in any
lother position. This has been done to ensure that the system generates names that
lfollow the same conventions as people in Sweden do when they create names.

The morphs only cover correctly spelled Swedish names, which explains why the
lcoverage, shown in Figures 17, 18 and 19, decreases with rank. The last 90,000
surnames, for example, only occurred once in the database and most of these where
leither foreign or misspelled.

38




Joakim Gustafson: A Swedish Name Pronunciation System

Not Recognized

W Other Word
OMorph-Name

B Name from Lexicon

Number of Names [% ]
N
(=)

10 30 50 70 90 110 130 150 170 190 210

Rank [Each Interval 10 000 Names]

|Figure 17. The coverage of the Twol analyser for surnames.
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|Figure 18. The coverage of the Twol analyser for first names.

100
90 +
80
70
60
50
40
30
204
104

Not Recognized
B Recognized

Number of Names [ % |

5 10 15 20 25 30 35 40 45 50 55 60 65
Rank [Each interval 5 000 Names]

|Figure 19. The coverage of the Twol analyser for street names.

IThe analogy approach that was described in chapter 5.5 is quite sufficient when dealing
with new names sharing the same patterns as other known names. One way of
lincreasing the coverage of the system is therefore to include an analogy component.
[This has been implemented for surnames. All transcribed surnames with verified
transcriptions and tagged as being Swedish have been analysed. These 38,000 names
lhave 102 different consonant clusters with 123 different transcriptions. See Figures a5
and a6 in the Appendix for a graph illustrating these clusters. The legal initial
iconsonant clusters in Swedish words have been described by Sigurd (1967). His model
lcan generate 46 phoneme clusters of which 4 are disregarded as not legal. One of
tthese, ‘sr’, does occur in surnames. Another group of consonant clusters that are not
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ffound in Swedish words comes from surnames of German origin, for example ‘schr’,
‘schl’, ‘schw’, and ‘schn’. Only two of the legal consonant clusters for Swedish words
are not found in surnames, namely ‘fn’ and ‘skv’. The reason for this might be that

words with these sequences are perceived as phonaesthetically negative:

Jfnalla (‘eat snacks’); fnas (‘husk’); fnask (‘prostitute’); fnissa (‘giggle’);

Jnoskig (‘dotty’); fnurra (‘tangle’); fnyk (‘rubbish’); fnysa (‘snort’);
skvala (‘gush’); skvaller (‘gossip’); skvalp (‘splash’); skvatter (‘gabble’);

(‘spill”); skvdtta (‘squirt’)

skvimpa

IThe trigraphs that were found in surnames have been included as transcribed prefixes
lin the morph lexicon. This has increased the coverage by about 5%. The transcriptions
that were generated in this way have the same error rate (6%) as the other
transcriptions obtained from Twol.

6.3. Normalising the spelling of names

[Many names do not have a unique spelling, which contributes to the difficulties
linvolved in transcribing them. Some of the spellings are invented by people with
lcommon names, who want to make their names more distinctive by spelling them in an
lunorthodox way. The use of different spellings seems to be more popular in Swedish
tthan in other languages. In Swedish only 81% of the first names have a single spelling
lcompared to 97% in Italian, where a sequence of names is used to make a unique
ireference. Swedish first names have up to 66 different spellings, see Table 32, while
[[talian names only have up to 6 spellings.

Table 32. Some examples of different spellings of names.

The name Persson has
21 orthographies

SS
P(H) § () R(H) 520 NN B)
VA

The name Ann-Katrin
has 66 orthographies

K (A)
ANNE)(-)C AHTH) (E) RIN(N)
CH

(E)
()

The name Therese has
26 orthographies

EE EE SS

E E s EE
T(H) E MRE 5 (E)

E Ec®

IThe different spellings do not always follow ordinary orthographic conventions. One
Ipractice that has been observed is the insertion of ‘4’, Bhlom, another the use of ‘x’
linstead of ‘ks’ in names ending with -son, the name Eriksson, for example, has an
alternative spelling Erixson. Some other popular replacements are: s—z, k—q, k—-c,
k—ck, d—aa, d—ae, d—oe, d—eu, i—ie, o—ou, f—ph, v—fv, v—w, j—i. The
spelling of the names must be normalised in order to simplify the automatic

{transcription.

To cope with these strangely spelled names, a set of context dependent rules that
normalised the spelling was developed. These rules, for example, convert strange
spellings like Qvarn to more common ones like Kvarn. The rules were used only on
ithe names that had been tagged as Swedish, otherwise they might corrupt the spelling

lof foreign names.
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7. Transcribing names with foreign origin

The pronunciations of words in Swedish are often affected by the origin. The same
lerapheme string can be realised differently depending on the origin of the word. The
initial consonant cluster ‘ch’ is for example realised [6] in words of French origin, like
‘champagne’ and ‘charm’, and [¢] in words of English origin, like ‘chips’ and ‘charter’.
[Names are also pronounced differently depending on the origin of the name. The name
Wones, for example, is pronounced [j u:nos] if regarded as Swedish and [djouns] if it is
irecognised as English. Many names have been incorporated without going through the
lnormal linguistic processes of changing the spelling and pronunciation of borrowed
words according to the native phonotactics.

Another difficulty is that names retain old spellings that have not survived the spelling
ireforms for ordinary words. This means that names have kept both foreign and old Swedish
Ipatterns, which makes them hard to cope with for an automatic pronunciation system.

7.1. How to deal with foreign names

The realisation of foreign words depends on a number of factors, such as the
lgeographic and phonemic closeness of the foreign language and the type of word: only
lnames can get an authentic pronunciation (Elert, 1971). Furthermore it depends on the
time it has been used in the new language, e.i., to what amount it has been
lincorporated in the native language system. The pronunciation of names also depends
lon the strategy used. It is the policy of the news on Swedish Television to always
lpronounce names the way the bearer wants it to be pronounced. When a new president
lis elected somewhere in the world, they try to get in contact with someone who has
lcontact with the president, in order to get the correct pronunciation of the name. The
lopposite strategy is often used in France where all names occurring in France are
iregarded as French, and consequently pronounced with French rules. Some factors that
linfluence the realisation of a foreign name have been listed by Mengel (1993) in the
Onomastica project:

e the level of education in foreign languages

e the phoneme inventory and prosody of the foreign name is frequently adapted to
the language spoken

e the context in which it is produced, such as the receiver of the message

IThe work on Onomastica has shown that there are a number of decisions that have to
be made when pronouncing a foreign name. These agree with the principles Elert
(1971) postulated for the pronunciation of foreign words in Swedish. These are some
lof the principles, exemplified with transcriptions from the Onomastica database:

IQ1 How to transcribe a foreign name if you don’t know the origin
IA1  Use the same pronunciation rules for foreign names as for native,

e.g., the Swedish name Greger ['gre:gor] gets the Dutch transcription ['xrexor].
Q2 How to deal with foreign phonemes that do not exist in the native language.

IA2 a) Map the foreign phonemes to the closest native ones,
e.g., the English name Winston ['winston] is transcribed ['vinston] in Swedish.

b) Enlarge the native phoneme inventory,
e.g., the English phonemes [0] and [0] are added to the Swedish inventory to get
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Heather['hedor] and Keith['ki:0].

IQ3 How to deal with foreign graphemes.

IA3 a) If the realisation of the grapheme in the foreign language is known use the
closest native phoneme,
e.g., the Swedish town Goteborg [je¢:teborj], is transcribed [jeteborg] in
Greek, where the Swedish way to pronounce ‘6’ is known, but it has to be
mapped to the closest Greek phoneme.

b) If the realisation of the foreign grapheme is unknown map it to the closest

native grapheme and transcribe according to the new spelling,
e.g., Goteborg is mapped to Goteborg in Spanish and is transcribed [gateBor].

7.2. The origin tagger

To cope with the influence of the origin of the names a set of origin tags have been
lintroduced in the name pronunciation system. The system is designed to imitate a
Swedish person attempting to pronounce a foreign name. Therefore it is not certain
tthat the origin tags will be correct. However, the goal is that they should make the
same decisions about language origin as people with ordinary language knowledge
iwould do. To date, 14 tags for origin have been included. The use of an origin tagger
lfor a German text-to-speech system has been described by Henrich (1989)

The tagging has been done using the KTH text-to-speech system with
“phonological” rules, (Carlson et al., 1989), which recognise orthographic patterns that
are specific to different languages, see Figure 20. The rules change the tag for
junknown (uk) to some of the other origin tags. All names ending with -izzi are for
lexample regarded as Italian and names that include the grapheme string ‘schra’ are
ltagged as German. Since most of the names in the database are Swedish, it is a good
approximation to consider all names Swedish, until a pattern specific to another
language is found.

uk—»ar / DEH _ <WORD>

uk—» as / CH<VOK>NG _ <WORD>
uk—» de / SCHRA<SEG>* _ <WORD>
uk—»en/GHT _ <WORD>
uk—»es/ ERA _ <WORD>

uk—»fi/ NEN _ <WORD>

uk—» fr / EAU<KONS>*  <WOQORD>
uk—» gr / OTIS _ <WORD>
uk—»-it/ ZZ1 _ <WORD>

uk—»se / IUS _ <WORD>
uk—»sl/IC _ <WORD>

|Figure 20. Example of origin rules for names, where ‘uk’ stands for unknown, ‘ar’-
Arabic, ‘as’-Asian, ‘de’-German, ‘en’-English, ‘es’-Spanish, ‘fi’-Finnish, ‘fr’-
|French, ‘gr’-Greek, ‘it’-Italian, ‘se’-Swedish and ‘sl’-Slavic. Features are enclosed
by <>, <WORD> stands for next word, i.e. all origin tag are added on the end of the
lnames. <SEG> represent any phoneme. ‘*’ denotes zero or more instances.

IIn the current system a new origin tagger has been introduced. It uses trigraph
statistics for the 11 languages included in the Onomastica database. The language
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specific databases include names of different origins. This introduces some noise in the
statistics, but since most of the names are of the same origin, it does not diminish the
performance of the system. The Swedish surname database contains many Finnish,
|Arabic and Slavic names. These were removed from the Swedish database and used for
Imaking trigraph statistics for these languages. Then the statistics were used to detect
Inames of these origins in the other databases as well. These names were removed from
all databases, giving lexicons of 17,058 Arabic, 16,335 Finnish and 41,507 Slavic
Ilnames. In order to reduce the noise, the statistics for the other languages where re-
lcomputed without these names. For each trigraph the number of occurrences of that
trigraphs is divided by the total number of trigraphs in each language. This is the
Iprobability of the trigraphs occurring in a name of that origin. The trigraphs and their
Iprobabilities are stored in language specific dictionaries. The 50 most common
trigraphs of each language are presented in Tables a34-a37 in the Appendix. The origin
lof a name is obtained by the following algorithm: for each language, compute the sum
lof the probabilities for the trigraphs included in the name, then pick the language with
ithe lowest score. Trigraphs that can not be found in the dictionary will get a penalty
score.

If this approach were to be used on the Swedish telephone book the score for the
Swedish name would be lowered, since most names in Sweden are recognised as
Swedish. An example are the many surnames in Sweden that have a German origin.
These names get a slightly higher German score than Swedish. To be able to recognise
ithem as Swedish, as most people do, the Swedish scores have been lowered.

The accuracy of the two methods has been computed for 228,000 surnames in the
Swedish database. The origin tags for this database have been obtained by using the
itwo different systems to give the initial tags. If the systems gave different tags, one of
them was selected by various rules. The database was then manually corrected by
scanning the dictionary in two phases. In the first phase the names were ordered
alphabetically from the beginning, and in the second phase they were ordered from the
lend of the words. This was quite useful since the endings are specific for different
languages. The result of this manually correct origin tagging is presented in Table 33.
It indicates the different influences on Swedish names as well as the number of
limmigrants from different areas.

Table 33. The probable origin of the surnames of the 4.1 million subscribers in the
ISwedish telephone directory. Swedish, Finnish, German, Slavic, Arabic, Spanish,
|French, Dutch, Italian, English, Portuguese, Asian and Greek.

Probable origin | Se |[Fi [ Ge |SI |Ar |Sp |Fr [Du|It |En |Pt | As | Gr

Number of 382 189 (46 |44 |29 |24 |18 |18 |18 |14 |11 |4 3
occurrences (k)

IThe database contained 63% Swedish names that covered 92% of the subscribers. In
Sweden approximately 20% of the inhabitants are foreigners. Many of them are
[Finnish, which is reflected in the table. A reason why only about 8% of the subscribers
lhave names that are tagged as foreign might be that most of the immigrants do not
lhave a telephone.

IThe rule-based approach predicted the correct origin in 68% of the names, covering
94% of the subscribers. This is an improvement of only 5% from the initial guess that
all were Swedish. The probabilistic method using trigraphs worked better. It predicted
ithe correct origin in 95% of the names, covering 98.5% of the subscribers. Since the
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lcorrection was done by scanning the 228,000 names, these figures are not exact, but
ithe real result is probably of that order.

7.3. Comparison of first names in five languages

To exemplify the problems of transcribing names with foreign origins, the databases
lcontaining first names from Great Britain (16,111 transcribed first names), France
(12,383), Germany (31,979), Italy (35,013) and Sweden (10,461) were examined. The
ldifference in size of the databases could be adjusted by selecting the 10.000 most
lfrequent names, but since the frequency was only available in the Swedish database the
ldatabases could not be truncated. Therefore, all the transcribed names are used in the
study. The structure of names differs from common words, since names often move
with people across borders, and adjust to the new language. Table 34 shows the
average number of letters and phonemes in the first names and in the 10,000 most
Ifrequent common words.

Table 34. Average number of letters and phonemes in First Names (FN) and Non-
IName Words (NNW) in five languages.

Letters in FN Letters in NNW | Phonemes in FN Phonemes in NNW
Sw 7.3 7.4 5.6 6.9
En 7.0 7.1 5.6 6.0
Fr 8.9 7.6 6.3 5.2
Ge 8.1 8.7 6.2 7.8
It 10.7 7.4 9.0 6.9

The names were transcribed in different phonetic alphabets with broad transcriptions.
To be able to compare the transcriptions done in the different languages, they were
lconverted from the various phonetic alphabets to IPA. Since broad transcriptions were
lused the actual realisation of individual phonetic symbols varied from language to
language.

[The most common phonemes in each language’s first names are shown in Table 35.
The table shows that the most common phoneme is [a] in all languages, except for
[English where it is the [9].

Table 35. The most common phonemes in the transcriptions of first names, with
loccurrence in percent under each phoneme.

Sw[ a

1 r n I S k e t j

| 12 7 7 7 7 6 6 4 4 4
En| o I n ® r | i S € m
9 8 8 7 6 5 4 4 4 4

Fr a i R | n € m S d t
13 10 8 7 6 5 5 4 4 4

Ge a t n r | I ) k ] S
10 7 7 6 6 5 5 4 4 4

It a 0 € i n r 1 t m j
15 11 9 8 8 8 6 5 4 4

IIn all languages, except Italian, the ten most common phonemes cover about 60% of
all occurring phonemes. In Italian they cover 77%. Italian has the least number of
iphonemes (28) but the largest number of phonemes per name (9). Swedish and English
lhave the largest number of phonemes (about 45), but the smallest number of phonemes
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lper name (about 5.5). If from each country you pick the name that contains as many as
Ipossible of these phonemes you get the following names:

Sw  Nils-Einar [nilsejnar]

[En Alexander [eeligzandor]

Fr Alexandrine-marthe [aleksandrinmart]
Ge Weichselgirtner [vaiksolgertne]

It Vittorio-emanuele [vitorjoemanuele]

The databases contain altogether 88,000 different names of which 79,000 only
loccurred in one country while 981 occurred in all five. The length and stress markers
were removed from the transcription of these common 981 first names and the
ftranscriptions were compared. Table 36 shows that the most similar languages are
Swedish-German and French-Italian, and those that are most dissimilar are German-
[[talian. In Italian foreign names often get an Italian spelling, for example Jesus is
spelled Gesu in Italy (the letter ‘> does not exist in ordinary Italian words).

Table 36. Number of names that get the same transcription in the language-pairs

Sw | En Fr Ge It

Sw_| - 115 | 121 201 | 113
En |115 |- 116 [ 115 | 102
Fr |121 | 116 | - 102 | 193
Ge |201 [115 [102 |- 87

It 113 | 102 | 193 | 87 -

Some preliminary statistics on the lengths of first names and surnames in ten of the
languages in the Onomastica project are shown in Figures al9 and a20 in the
|Appendix.

7.4. Pronunciation of an initial ‘J’ in different languages

[When examining the Onomastica databases it was noticed that the letter ‘J° in initial
Iposition got quite different transcriptions in the different languages. Some examples of
transcriptions of the same names in different languages are shown in Table 37.

Table 37. The pronunciation of an initial ‘J’ in some first names of different origins.

Language Joyce Jacqueline Juan Joakim
German 'dzoYs zak.liin 'yui.an ‘jo.a.kim
Danish djajs [aglinon hu'an jorakim
Spanish not found | xa.kel 'Xwan xo0.a.kin
French 30js za.ko.lin xwan jo.a.kim
Italian 'dzois dzak.lin ‘hwan ‘jo.a.kim
Dutch djojs 3a.ko.li.no xuw.'wan | 'jo.wa.kim
Norwegian 'Joys fak'li:n 'hu.an juia.kim
Portuguese '30].50 ze.ko.li.no IW.'B zw.e. ki
Swedish 'djojs sak'lin Au'an “ju:akim
English dzo1s 'zakoli:n hwan jou'akim

The English names are mostly transcribed with [j] in Swedish, but in some cases the
[dj] cluster has been used to imitate the English [d3]. Spanish names like Juan [xwan]
lhas been transcribed with [X] in French and Dutch, [h] in English, Danish, Norwegian
and Italian, [3] in Portuguese, [x] in German and finally with [f] in Swedish.
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The different pronunciations seem to be dependent on the likely origin of the name.
IThe names that are considered to be of a certain origin get the pronunciation of ‘J’ that
lis most common in that language; or is mapped to the closest one in the native
language, see Table 38.

Table 38. The pronunciation of an initial ‘J’ in first names of the Onomastica
languages. The second row for each language shows the number of occurrences, the
third the likely origins of the names, where ‘as’ is Asian. The ‘<-‘ indicates that the

language of that column is in the native column, ‘-° indicates that there are no native names
Wwith initial ‘J’ in Italian.

Language Native | English | French |Spanish | German| Asian
phoneme J d3 3 X <- t
German names 1148 29 26 4 <- 126
origin ge en fr Sp <- as
phoneme j dz ) h
Danish names 1036 85 62 4
origin da en fr sp
phoneme X <-
Spanish names 112 <-
origin sp <-
phoneme 3 dz < X i tj
French names 932 52 <- 15 21 1
origin fr en <- sp ge, SW as
phoneme - d3 h i
Italian names - 173 47 337
origin - en,fr Sp foreign
phoneme j dj 3 X ]
Dutch names 1026 22 38 10 2
origin nl en fr Sp as
phoneme j d3 J
Norwegian names 372 8 20
origin no en fr
phoneme 3 dz i
Portuguese names 465 1 1
origin pt en ge
phoneme j dj S i
Swedish names 470 4 11 17
origin SW en fr Sp
phoneme d3 <- 3 h j
English names 197 <- 9 5 2
origin en <- fr sp ge, sw

The same mappings for ‘J° are also found in surnames. Some of the surnames that
loccurred 7-10 times in the ten languages were also examined. Table a44 in the
|Appendix shows that many of the languages use different pronunciations of an initial
‘S’ depending on the origin. The only language that never mapped ‘J° according to
lorigin was Spanish where the pronunciation is always [x]. In Italian all names are
Imapped, since they do not have the letter ‘J’. The table also shows the origin tags for
ithese names. These tags were obtained from the origin tagger described earlier. Names
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ithat were recognised as English both by the origin tagger and the author were often
Imapped, while those recognised as Swedish and Danish were not. This supports the
lhypothesis that the names of known origins are influenced by the origin. Names from
less known languages, e.g., Swedish, or names of unknown origin, e.g., Just, or of
IBiblical names, e.g., Job, are mostly pronounced as native names.
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8. Evaluation of the name pronunciation system

|All the automatically transcribed names, of band I, in the Swedish part of the
Onomastica project were manually corrected. Only one person did this in order to
lobtain consistency. The correction was done in two steps: first the transcriptions were
lchecked automatically with software that detected inconsistencies or illegal
transcriptions. All transcriptions in band I were then “proof listened”, using the KTH
text-to-speech system. The method of correcting the transcriptions using both
lorthography, transcription and synthesised speech has proven to be both fast and
lefficient (Gustafson, 1994).

The automatically generated transcriptions were compared to the manually
lcorrected versions in order to evaluate the system performance. The surnames were
selected as test corpus in this evaluation for two main reasons: first the task introduces
Ivarious interesting problems, such as dependency on origin and ambiguous
Ipronunciations. Second, evaluations of transcription systems for surnames have been
Ireported in other papers, enabling a comparison of different approaches and how the
language may influence the complexity of the task. The first names and place names
iwere not used since most of them had been manually transcribed. The task of
transcribing street names was not regarded to be complex enough to give an interesting
levaluation.

8.1. Evaluation of three test samples

[Three test samples of 1,000 surnames each were selected as shown in Figure 21. These
lnames were transcribed by the system and the transcriptions were compared to the
Imanually corrected lexicon. In cases where the transcriptions differed an acceptance
Icheck was done. If the transcriptions were regarded as being equally acceptable it was
Inot counted as an error in the evaluation.

Test set 1 Test set 2
1,000 names randomly 1,000 names randomly
selected from the rank selected from the rank
interval 0-30,000. interval 30-47,000.
A

O Not recognized

E Non-name word

L] Morph-Name

[ Name from Lexicon

100% ( T T \

90% -4~

80% -4
70% -+

0% 1= Test 3

|| 1.000 random names that could
be formed by the name-morphs
in the rank interval 30-40,000.

50% —4—
40% —4—

30% ——

Number of Names [%]

20% ==
10% 4

2 3 4 5
|Rank interval [10,000 Names]

\Figure 21. The three examined test samples of 1,000 surnames. The bars in the figure
represent 10,000 names each, and they show the distribution of morphological
lanalyses obtained in each rank interval.

The first test set of 1,000 names was randomly selected from the first 30,000
surnames. The system generated transcriptions with a total error rate of 3% for these
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lnames. About 90% of the words were processed by the morphological analyser that
Iproduced transcriptions with an error rate of only 1.7%. This is not surprising since
80% of the transcriptions generated by Twol were obtained from the internal lexicon.
IIf the lexical lookup transcriptions are separated from the generated ones the error
irates shown in Table 39 are obtained.

Table 39. The efficiency of the transcription system in the first, low rank, test sample.

Transcription Source Number of Names Error Rate

Lexicon in Twol 670 0.15%
Twol generated 236 6%
Rule generated 94 15%
Total 1,000 3%

Only one of the transcriptions from the lexicon in Twol was considered not correct.
[However, this was a foreign name, Grahovac, which had the transcription
[gra:hovatc] in the corrected lexicon and [gra:huvats] in the Twol lexicon. Both
Ipronunciations are probably acceptable by a Swedish speaker. The error rate for the
transcriptions generated by the letter-to-sound rules was 15%. Most of the names that
lcould not be processed by the morphological analyser were of foreign origin.

The second test set of 1,000 names was then selected from the rank interval 30-
K#7,000. In this interval only about 60% of the names were processed by the
Imorphological analyser. The total error rate increased to 15%, but this can be
lexplained by the larger number of foreign names. As can be seen in Table 40 the error
irate for the Twol approach in this interval has also increased. This is probably due to
ithe fact that only a fourth of the transcriptions generated by Twol in this test sample
lwere taken from the lexicon.

Table 40. The efficiency of the system in the second, high rank, test sample.

Transcription Source | Number of Names Error Rate

Twol 580 5%
Swedish Rules 177 24%
Foreign Rules 243 32%
Total 1,000 15%

The names that were not processed by Twol were passed on to the origin tagger and
ithen sent to the appropriate rule system. As can be seen in the table, most of the names
ithat were not processed by Twol were considered as being of foreign origin. The
Swedish rules had a higher error rate for the names in this test sample with high rank
lnames than in the first sample. This is because the name specific rules have been
ldesigned by examining the 20,000 most common names in the Stockholm telephone
ldirectory of 1988. The names in the present test set did not have the same patterns as
ithose used to develop the rules.

The first two test samples included both Swedish and foreign names that occurred
lin the lexicon and were transcribed by either Twol or the letter-to-sound rules. To be
able to study the quality of the transcriptions of Swedish names that had been
iproduced with the morphology approach a third test set of 1,000 names was selected.
INames were randomly selected from the rank interval 30-40,000, among those that
lcould be formed by the name-morphs, i.e., had not been taken from the Twol lexicon
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lof complete names. These names were then processed by Twol, letter-to-sound rules
ffor names and letter-to-sound rules for common words. The error rates of the
transcriptions produced by the different approaches are shown in Table 41.

Table 41. The efficiency of three different approaches on the third test sample.

Approach Error Rate
Common Words Rules 66%
Name Rules 52%
Twol 6%

[The transcriptions from the rules that were adjusted for names were better than the
lones for common words, but still much worse than the ones from Twol. The reason for
tthe high error rate for the rules is that the names in the third test have different
Imorphemic patterns than the names used to develop the rules. The errors produced by
Twol were mostly of a morphological nature, such as a missing morph boundary, or a
Imissing stress mark in the end-morph, resulting in wrong word accent. Most of these
lerrors can be avoided by tuning the morph lexicon and the rules that merge the
transcribed morphs together into complete transcriptions.

A listening test was performed to analyse how serious the transcription errors
iwould be if they were used in a text-to-speech system. The Twol system had produced
60 transcriptions that were regarded as not correct by the author. For 35 of these, the
Iname rules had made a different, but still not correct transcription. These names, with a
ttotal of 3x35 different transcription (Twol generated, rule generated and hand
lcorrected transcriptions), were synthesised and presented to 14 test subjects. The
subjects were all speech researchers that were familiar with the speech synthesis. This
Iminimised the possibility of their evaluating the quality of the speech synthesis instead
lof the quality of the transcriptions. The test stimuli were presented to the subjects on a
IWWW-page with a listing of the 35 names. Each name was followed by links to the
tthree speech files, labelled testl, test2 and test3. The order of the speech files was
irandomised in three different ways in order to make the test independent of the order
lof the different transcriptions. The subjects could listen to the test files by clicking on
tthe links. They could listen to them in any order and as many times as they wished,
before deciding on a score for the transcription. The scores ranged from 1 to 5,
lcorresponding to:

1 wrong pronunciation, almost unintelligible

2 unacceptable pronunciation

3 acceptable pronunciation

4 correct pronunciation, but not the way I would say it
5 the way I would pronounce the name

IThe general result of the listening test is shown in Figure 22, where the scores 1 and 2
are pooled and labelled as being ‘not ok’, 3 is ‘ok’ and 4 and 5 are labelled as being
‘correct’. In the figure each bar contains all (14x35) judgements given by the 14
subjects for the transcriptions from each of the three approaches .
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Judgements of
transcriptions

o not ok
ok
m correct

Percentage of all judgements

lexicon twol rules

\Figure 22. The overall result of the 14 subjects judgements of 35 names transcribed
by Twol, rules or with transcriptions taken from the lexicon.

IIn the selected sample the corrected lexicon has a total acceptance of 93%, compared to
62% for the erroneous Twol transcriptions and 55% for the rules. The names that were
selected had occurred only 6-8 times in the Swedish telephone directory, and they were
lconsequently considered unusual by the subjects. Some of them were probably of foreign
lorigin, making it even harder to transcribe them. The inter-subject variability was apparent
Iwhen examining the result of the listening test. The scores for the same transcription often
iranged from 2-5 or 1-4 in score, with an average range of 2.8 steps. This acceptance of
alternative pronunciations for the same word is more common for names than for other
iwords. However there are some common words with multiple pronunciations, for example
paprika [pa:prika , paprika] (‘pepper’) or kex [¢eks , K'eks] (‘biscuit’).

Figure 23 shows the distribution of the numbers of subjects that thought that the
transcription of the name was wrong. As can be seen none of the lexicon words had a
Imajority of low (1-2) scores, while 10 of the 35 Twol generated transcriptions were
iregarded as wrong by the majority of the subjects. If the tendency for these 35 names holds
ffor the rest in the test set of 1,000, only 1.7% of the transcriptions would be considered
Iwrong by most people, compared the error rate of 6% mentioned earlier. If the same
assumption is used for the rules about 20% of the transcriptions would be considered
iwrong. This is of course a hypothesis that has to be validated.

Number of subjects
that thought that the
transcription of the
name was “not ok”

o 8-14 subjects
3-7 subjects
m 0-2 subjects

Number of Names

lexicon twol rules

|Figure 23. The number of names where the transcription were given the scores 1 or 2
by different number of subjects. None of the names in the lexicon were for example
lgiven these scores by a majority of the subjects.
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[The distribution of the scores for each name given by the subjects is quite complex, but
lif the names are divided into different groups the picture becomes clearer. The first
leroup of names are the names where both of the automatic transcriptions were
accepted by the majority of the subjects, see Figure 24.

orrect

(@]

10

Raland

Number of subjects with judgement

i Engell

Solver

=1
Q
-
o
>

Tornvin

Kemdal

B Twol - correct
ORules - correct
B Twol - not ok

Bl Rules - not ok

|Figure 24. The distribution of the subjects’ judgements of the 5 names where both of
the automatic transcriptions were accepted by the majority of the subjects.

The names where all three transcriptions were acceptable for most of the subjects were
lof Swedish origin. Either the difference between the transcriptions was insignificant,
ffor example as to whether there should be a morph boundary or not in the names
|IRaland and Tornving; or the transcriptions were equally acceptable, like the
lpronunciations [u] and [o] for the letter ‘0’ in Solver.

correct
6T Kornhall

ber of subjects with judgement
no

Stuhlhofer
Skoldebjer

Mantsinen

Twol - correct
O Rules - correct
l Twol - not ok

B Rules - not ok

|Figure 25. The distribution of the subjects judgement of the 8 names where both the
lautomatic transcriptions were considered as wrong by the majority of the subjects.

[The main reason for the Twol analyser to transcribe the names in Figure 25 wrong is
tthat Swedish morphs are found in names of foreign origin. This often makes the
Imorphological boundaries and primary stress misplaced. For example, the foreign name
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IBedros have been analysed as bed#ros, giving the wrong transcription [b'e:d#r'u:s]
linstead of [be:dros] or [bedros]. Finnish names like Merinen ending with -en have
lbeen incorrectly analysed according to the name pattern of Swedish names like Nylen
[nyl'e:n]. This has resulted in the transcription [meri:n'e:n] instead of [m'e:rinon]. The
irules are not designed for foreign names, which results in wrong transcriptions for
ithese names. As mentioned earlier in this chapter, the names in this part of the corpus
ldo not share name morphs with the low rank names that were used to develop the
Iname specific rules.

correct

ETwol - correct
[ORules - correct
Hl Twol - not ok
B Rules - not ok

Gregard
Langell

2 Number of subjects with judgement
N

t ok Kylevik

|Figure 26. The distribution of the subjects’ judgement of the eight names for which
the subject had the most ‘varied’ opinions of the same transcription.

[For some names the subjects gave very different judgements on all transcriptions, see
[Figure 26. One reason for the difficulty in giving a single correct transcription for these
lnames is that their origins are difficult to determine. They could either be foreign
Ilnames looking Swedish, like Medved, or regional names from some part of Sweden,
llike Lissnils from the county of Dalarna. The reason for these names being hard to
judge might be that they contain structures that differ from the structures found in the
Imost common names. The most common names are of category I and II described
learlier in the discussion on name analysis (chapter 4.1). The name Kylevik is of
lcategory II, but the difficulty lies in deciding whether the initial ‘k’ should be
ipronounced [k] or [¢].

The transcription errors can be divided into five groups: misplaced stress, wrong
accent, morph errors, wrong phoneme and wrong vowel-length. According to Figure
27 the errors that got the lowest scores in the listening test are those with misplaced
Iprimary stress or with the wrong word accent.
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Subjects’ own pronunciation

Correct pronunciation

Acceptable pronunciation -

Unacceptable pronunciation -

Wrong pronunciation -

misplaced wrong wrong wrong wrong misplaced
morph- quantity phoneme accent  morphological  primary
boundary decomposition stress

\Figure 27. The average scores for different transcription error types .

[Transcriptions with the wrong vowel length are often acceptable. This might be due to
ithe fact that the realisation rules in our text-to-speech system will neutralise the
lduration difference in unstressed positions of +/-TENSE vowels, making the difference
Inegligible. Another reason is that the length of the stressed vowel is dependent on the
Imorphological analysis, for example where in consonant clusters the syllable boundary
lis positioned. The name Dalbert could either have the syllabification dalb.ert making
tthe ‘a’ short, or dal.bert making the ‘a’ long. If the only error is a misplaced or
Imissing morph boundary the difference in pronunciation is almost undetectable. If the
Iposition of the morph boundary influences other features it will make the acceptance of
tthe transcription lower. Figure 28 shows that most names that were regarded as not
lcorrect in the evaluation are regarded as acceptable by a majority of the subjects.

o 25
S
St
St
=
s 20T
5
2
S 15¢ most of the subjects
- gave score:
Pt
§ 0 3-5 (ok)
s 0r W -2 (not ok)
[
s
= 51
=%}
2
£
=
Z 1 t t t t
misplaced wrong wrong wrong wrong misplaced
morph- quantity  phoneme accent morphological primary
boundary decomposition  stress

\Figure 28. The distribution of the subjects’ judgements of names with different errors.
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8.2. The Onomastica audit evaluation

[Within the Onomastica project the qualities of all the transcriptions have been
Imeasured by an audit of independent auditors who were native speakers of the
irespective languages (ONOMASTICA, 1995). A total of 1000 names from each
lquality band were presented to the auditor and the transcriptions were examined. This
lquality test showed that the Swedish band I transcriptions had an error rate of 0.3%.
The band I names were those that occurred more than five times in the Swedish
telephone directory. To increase the cumulative coverage for the surnames a second
set was selected to be transcribed in band II. These surnames were selected among
ithose that occurred five times or less. The names were first tagged automatically, then
tthose that were tagged as Swedish were run through the Twol analyser. The ones that
lcould be formed by Twol were selected, which gave 75,000 automatically transcribed
lnames. The test described earlier where the Twol approach had an error rate of 5-7%
lincluded names not tagged as Swedish. Not all of these 5-7% “not correct”
transcriptions were wrong. Most of them were considered to be possible
Ipronunciations, acceptable to a native speaker. They might not be equally acceptable,
but some of them could very well have been produced in some dialect of Swedish. It
Iwas consequently considered safe to put these transcriptions in band II without
ichecking. The result from the audit shows that this was appropriate, since no wrong
transcriptions at all were found among the 1,000 names in the test sample from band
III. The band I and II names had an error rate of only 0.3% and 0%. This exceptionally
low error rate could be explained by the fact that only unacceptable transcriptions were
Imarked as wrong in this audit.
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9. Conclusions

The work described in this thesis has a bearing on speech synthesis and speech
Irecognition of names. The main results of the work are:

1. The names in the Swedish telephone directory have been analysed and data about
their structures have been collected.

2. A grapheme-to-phoneme conversion system for names have been developed.

3. The transcription system has been used to produce a pronunciation dictionary of
almost 200,000 names, that can be used in various text-to-speech systems.

There are a number of factors that influence the pronunciation of a name, e.g., the
lorigin of the name, the dialect of the speaker and the context in which it is produced.
[This work has used names that appeared in the telephone directory 1994 and they were
ftranscribed according to the pronunciation of standard Swedish, i.e., the language of
ithe author. New names are continuously introduced in Sweden either by the inventing
lof new names by Swedes, or by the introduction of foreign names by immigrants or
lfrom foreign, mainly American, movies. The spelling and pronunciation of foreign
words are gradually changed according to the phonotactics of the native language.
[First name fashions change rather frequently. This causes parts of the pronunciation
ldictionary to be outdated after a short time. The Swedish name pronunciation system
tthat has been developed will therefore be useful, since the rules are easy to adjust,
according to some general pronunciation shift. New surnames that follow the
structures of Swedish surnames, described in this thesis and implemented in the Twol
approach, will be covered automatically.

The resulting dictionary and transcription system are already incorporated in our
text-to-speech system. The grapheme-to-phoneme conversion in this system is done in
three steps:

Lexical look-up First the words are looked up in a domain-dependent
dictionary, for example the Waxholm lexicon in the
Waxholm project. Then the lexicon of the 107,379 most
common Swedish non-name words is consulted. Finally a
name-lexicon derived from the work described in this thesis

is used.
Morphological The words that were not found in any of the lexicons are first
decomposition analysed by Twol using the morph lexicon for regular

Swedish words. Then a second analysis is performed using
the name-morph lexicon.

Language The remaining words are mostly of foreign origin. The
identification and  origins of the words are obtained using the techniques letter-
to-sound described previously. Then they are transcribed using the

conversion by rules context dependent letter-to-sound rules of that language.
Foreign phonemes that do not occur in Swedish are mapped
to the closest Swedish phonemes.

|A problem is how to find the names in a text (Wolinski, et al.,1995). They can be
lidentified by examining the case of the words. If all words are in lower case, as often in
lelectronic mails, some further methods of identification have to be introduced. A test
lhas been performed that tried to identify Swedish names using trigraph statistics, in the
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same way as language identification has been done. This approach identified 96% of
ithe 87,000 Swedish names as names. The problem is that the names have the same
lpatterns as other words. The difference is that some of these patterns are more
lcommon in names than in other words. Words containing these name morphs will
lconsequently be identified as names by this approach. In our lexicon of 107,379 non-
lname words 36% were recognised as names. A safer approach is the one used in our
text-to-speech system, were the name lexicons are used only for words not found in
the other lexicons. In an ideal text-to-speech system all possible solutions are
lgenerated. Syntactic and semantic analysers are then used for disambiguation.

The Onomastica lexicon will also be used in various telephone services, since the
|Associated partners in the project are the telephone companies. A reverse directory
lenquiry service is already in operation in Italy as a public service handling several
imillion calls per year. In Sweden a range of network services and facilities using the
Swedish name database are being developed.

The Onomastica project will continue by including Eastern and Central European
lnames - Czech, Estonian, Latvian, Polish, Romanian, Slovak, Slovenian, and
|Ukrainian. This will be done in a new project (COP-58) funded by the EC
ICOPERNICUS Programme.
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Table al. Some statistics on Swedish names and non-name words.

Mean number Mean number Mean number
of letters of phonemes of syllables
NOFW FW NOFW FW NOFW FW

Non-name Words 9.8 4.7 9.0 43 3.4 1.7
Surnames 7.6 7.6 6.9 6.7 2.4 2.3
First names 7.3 5.6 6.1 4.9 2.6 2.0
Street names 10.5 9.5 12.0 11.5 4.3 4.2
Place names 8.4 7.7 7.7 7.0 2.9 2.7

Table a2. Structure of Swedish names and non-name words.

Only in non-name In both only in names

words
Stress patterns 435 137 333
CVC-patterns 6,213 1,699 902
Difones 92 1431 164
Trifones 5,108 13,714 6,077

Table a3. The different types of names, with subclasses. Surnames: type I - son-
lnames, type Il - two-morphemic, type III - the rest. First names: male and female,
Isingle and double names. Place names: with or without hyphen in transcription and
Wwith one to four morphs. Street names: streets, road, and other such ending, or
“places”, which refers to other addresses that do not include the name of o road or
Istreet, such as small villages.

Surname First name Place name Street name
Type Names Type Names Type Names Type Names
type I 2,615 | male-1 1,032 | hy-1 45 | vig 21,197
type 11 66,131 | male-2 1,132 | hy-2 2,875 | gata 11,104
type IIl | 38,971 | female-1 1,604 | hy-3 22 | gréind 1,910
foreign 20,850 | female-2 871 | hy-4 2 | other 4,720
foreign 5,840 | nohy-1 910 | “place” 891

nohy-2 1,899
nohy-3 108
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Table a4. Random samples of surnames from the 5 lowest rank intervals, where

interval 1 is the 10,000 most common names, interval 2 the next 10,000 and so on.

Rank interval | Rank interval 2 | Rank interval 3 | Rank interval | Rank interval
1 4 5

Fransson Stenklyft Hakonen Pitkdjarvi Tuomikoski
Hallberg Kiel Gillesén Ollonen Tinnsten
Béckman Lybick Bréten Malmfilt Sveréus
Olsén Reinhammar Vessman Magg Svedevall
Wernersson Liliedahl Schilcher Leijerstam Straume
Madsen Holz Rother Lefwerth Schirell
Christiansen Hallstan Rosebrink Klefberg Saarm
Sander Axelzon Ramde Kassab Rydle
Person Tornblad Pafvelsson Hajas Paakkunainen
Florin Randahl Lidmar Géirme Oppermann
Jackson J:son Holmlind Ernflo Noreliusson
Brunnstrom Hedtjirn Hjirtsjo Eisengarten Nallgard
Liljemark Stahle Borking Cristvall Morstam
Mortsell Eskelund Andler Baat Mollestal
Sparrman Ehrner Wingquist Zelic Miettunen
Wahlstrom Birelius Waldh Yin Mair
Sjoland Wilkman Uppsten Wedenby Magdalinski
Stenudd Stocks Sold Wadegard Liendeborg
Grihs Bohlenius Schwartzman Tyyneld Karrman
Ohrlund Bardén Ruthman Tverelv Jarnemar
Kristianson Kohonen Laang Soldng Hjorting
Lithén Bartholf Laroussi Silfverin Heinikoski
Wallengren Oz Lampén Scheel Gothensten
Soderstrand Pekonen Kare Saxbick Gunnervik
Tersmeden Logard Jyborn Sangert Florvall
Hultenius Ljusteridng Jernelof Ripman Fago
Bayard Bravell Byrlén Nehro Dolietis
Leveau Antila Bredmar Neda Clevensjo
Abrahamsen Alkner Andelin Mikszath Carbring
Seifert Kilborn Thorssin Lovebrant Bosved
Hallenius Affelin Sviénsson Lagell Bertha
Sihlén Ostvall Rydnemalm Korning Arljung
Bye Rana Pernbro Koijan Arbell
Petters Nemes Mari Kilder Antonic
Bilén Lanquist Kursu Ibsonius Andreou
Klingsell Kasselstrand Hallof Hillds Akalin
Blombergsson Ingemarsdotter | Gytare Grehag Arnby
Darnell Tillaeus Gunther Engrund Algekrans
Wennerlof Tarre Gisby Dieckhoff Whendin
Hennix Selldin Giege Dickborn Tunesten
Waleij Holmats Elvi Chudoba Skoldsson
Qvarfort Grenthe Beccau Cerwin Segefalk
Musa Geschwindt Backner Brandhammar Ruhnbro
Lofvenius Erving Anghem Appeltoft Romvik
Troedson Bérnheim Alnemar Aggeborn Ridnert
Reichel Bonath Werklund Ortell Mellerby
Fagerlin Tikas Von Plenker Ohrland Meck
Angnell Reinisch Unghanse Windelhed Marmsjo
Schauman Nyrerod Sovig Wamsjo Lyckert
Bernandersson | Nylundh Sorliden Tornedal Lunne
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Table a5. The 50 most common end-morphs in street names.

Rank | End-morph | coverage [%]
1 ] vigen 46.50
2 | gatan 26.90
3| vig 7.78
4 | grind 4.87
5 | stigen 3.56
6 | backen 1.82
7 | gata 1.55
8 | gingen 0.74
9 | plan 0.73

10 | torget 0.48
11 | svingen 0.38
12 | torg 0.30
13 | strand 0.26
14 | grinden 0.24
15 | allén 0.24
16 | slingan 0.23
17 | kroken 0.21
18 | ringen 0.20
19 | backe 0.20
20 | allé 0.18
21 | leden 0.14
22 | hagen 0.13
23 | asen 0.12
24 | stig 0.09
25 | brinken 0.09
26 | gérdet 0.09
27 | bron 0.08
28 | hojden 0.07
29 | esplanaden 0.06
30 | dng 0.06
31 | dnget 0.05
32 | véndan 0.05
33 | promenaden 0.05
34 | bicken 0.05
35 | vinden 0.04
36 | lyckan 0.04
37 | hyttan 0.04
38 | arvet 0.04
39 | parken 0.04
40 | niset 0.04
41 | led 0.04
42 | gattu 0.04
43 | berget 0.03
44 | straket 0.03
45 | tegen 0.03
46 | dungen 0.03
47 | bagen 0.03
48 | vreten 0.02
49 | kullen 0.02
50 | gldntan 0.02
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Table a6. The most common morphs in bimorphemic place names and surnames.

Place name 1st part

Place name 2nd part

Surname 1st part

Surname 2nd part

# Morph Names Morph Names Morph Names Morph Names
1 | Vister 54 | vik 249 | Berg 197 | berg 2,568
2 | Lang 45 | torp 231 | Ahl 196 | mark 1,944
3 | Lov 36 | bo 196 | Dahl 195 | gérd 1,816
4 | Hog 36 | viken 180 | Sten 190 | fors 1,738
5 | Norr 34 | by 164 | Lind 177 | felt 1,706
6 | Berg 31 | nis 159 | Lilje 172 | dal 1,580
7 | Over 2916 143 | Lov 164 | vall 1,523
8 | Kvarn 27 | berga 139 | Ek 149 | sjo 1,389
9 | Skogs 26 | sjo 120 | Karl 148 | kvist 1,344
10 | Gran 25 | berga 119 | Sjo 147 | vik 1,286
11 | Kungs 22 | backa 89 | Ljung 145 | strom 1,239
12 | Lange 21 | as 85 | Nord 135 | stedt 1,166
13 | Sor 20 | berget 77 | Ny 134 | gren 1,142
14 | Fager 20 | ryd 76 | Sand 130 | stam 1,117
15 | Ny 19 | girde 73 | Gran 130 | borg 1,098
16 | Vistan 18 | arp 65 | Ceder 128 | born 1,041
17 | Gull 18 | liden 60 | Stahl 126 | brant 959
18 | Oster 17 | holm 60 | Silver 125 | beck 948
19 | Vist 17 | stad 57 | Fors 124 | hed 928
20 | Strand 17 | byn 57 | En 124 | sten 859
21 | Gron 17 | dal 56 | Bjorn 123 | holm 837
22 | Gris 17 | lund 54 | Kron 121 | stad 830
23| A 16 | fors 49 | Hed 120 | 16v 826
24 | Ang 16 | mila 48 | A 119 | rud 804
25 | Vall 16 | on 47 | Ahle 119 | mo 800
26 | Soder 16 | vallen 45 | Virn 118 | strand 797
27 | Deger 15 | rud 43 | Linde 118 | skog 797
28 | Bergs 15 | vattnet 42 | Hag 118 | lund 762
29 | Svart 14 | haga 42 | Jarn 117 | myr 730
30 | Jung 14 | triask 38 | Arn 117 | hamar 730
31 | Hag 14 | sjon 38 | Bern 115 | hag 687
32 | Bjork 14 | borg 37 | Bjork 114 | blad 683
33 [ As 13 | boda 35 | Torn 113 | & 657
34 | Angs 13 | hult 32 | Ed 113 | bring 649
35 | Sten 13 | dalen 32 | Alm 113 | lid 644
36 | Fagel 13 | holmen 31 | Wall 110 | falk 640
37 | Vi 12 | hamn 30 | Wahl 110 | ryd 607
38 | Sjo 12 | aker 29 | Stjarn 109 | lind 574
39 | Higg 12 | vaara 29 | Ren 109 | rot 571
40 | Back 12 | rum 29 | Soder 105 | stal 546
41 | Svens 11 | béck 29 | Lund 104 | nis 523
42 | Stor 11 | bro 29 | Rosen 102 | bo: 499
43 | Lill 11 | stugan 25 | Rahm 102 | brink 491
44 | Hoga 11 | jarvi 25 | Karle 102 | bro: 477
45 | Haga 11 | séter 24 | Norden 101 | malm 471
46 | Grund 11 | red 24 | Vik 100 | fjord 466
47 | Grims 11 | vall 23 | Omn 99 | siter 405
48 | Alv 10 | udden 23 | Eke 99 | hagen 400
49 | Val 10 | dnge 22 | Tun 98 | berger 387
0 | Kell 10 | lunda 21 | Holm 96 | stig 379

172




Joakim Gustafson: A Swedish Name Pronunciation System

Table a7. The 30 most common endings in surnames of type III.

Rank | Beginning | Names Ending | Names

1 | Wall 71 | én 3,357

2 | Karl 51 | er 3,312

3| Vill 46 | e 2,591

4 | Sand 45 | ing 2,496

5] El 45 | ell 2,253

6 | And 45 | in 2,125

7 | Hall 44 | man 2,080

8 | Ahl 44 | by 1,523

9 | Vest 41 | ander 1,333
10 | Lind 41 | ner 1,244
11 | Eng 41 | s 954
12 | Elv 41 | ert 893
13 | Sell 40 | mar 857
14 | Alv 40 | elius 823
15 | Ljung 38 | eus 790
16 | Fors 38 | land 735
17 | Ax 38 | enius 665
18 | Mark 37 | sen 560
19 | Hell 37 | rup 489
20 | Gun 37 | ér 394
21 | Fal 37 | el 304
22 | Viss 36 | é 285
23 | Sven 35 | en 253
24 | Berg 35 | bo 214
25 | Alm 35| a 260
26 | Lang 33 | art 177
27 | Kal 33 | ow 144
28 | Vick 32 | erus 134
29 | Als 32 | erius 126
30 | Ost 31 | ig 103
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Weight Number of names

............ 1-10

------ 11-100

— 101-500
501-1000

— 1001-2000

m— 2001-

|Figure.a5. The initial consonant clusters in surnames, beginning with b-n.
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101-500
501-1000
— 1001-2000
—— 2001-

|Figure.a6. The initial consonant clusters in surnames, beginning with q-z, rings that
lare dotted represent phoneme sequences that do not exist in other Swedish words.
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\Figure a7. Cumulative coverage of the 100 most common diphones for non-name
words and for Swedish names (Not Frequency Weighted).
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|Figure a8. Cumulative coverage of the 100 most common diphones for non-name
words and for Swedish names (Frequency Weighted).
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mmm non-name word
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Rank of triphones in names and non-name words (NOFW)

\Figure a9. Cumulative coverage of the 100 most common triphones for non-name
Wwords and for Swedish names (Not Frequency Weighted).
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\Figure al0. Cumulative coverage of the 100 most common triphones for non-name
words and for Swedish names (Frequency Weighted).
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|Figure all. Cumulative coverage of the 100 most common CVC-patterns for non-
lname words and for Swedish names (Not Frequency Weighted).
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|Figure al2. Cumulative coverage of the 100 most common CVC-patterns for non-
lname words and for Swedish names (Frequency Weighted).
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\Figure al3. Cumulative coverage of the 50 most common stress-patterns for non-
lname words and for Swedish names (Not Frequency Weighted).
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\Figure al4. Cumulative coverage of the 50 most common stress-patterns for common
Wwords and for Swedish names (Frequency Weighted).
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|Figure al5. The rank in the non-name words CVC-pattern list for the 10 most
lcommon CVC-patterns in Swedish names (Not Frequency Weighted).
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|Figure al6. The rank in the non-name words CVC-pattern list for the 10 most
lcommon CVC-patterns in Swedish names (Frequency Weighted).
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\Figure al7. The rank in the non-name words stress-pattern list for the 10 most
lcommon stress-patterns in Swedish names (Not Frequency Weighted).
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\Figure al8. The rank in the non-name words stress-pattern list for the 10 most
lcommon stress-patterns in Swedish names (Frequency Weighted).
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Non-name words | Surnames First names Street names Place names
Index | graph | num | graph | num | graph | num | graph | num | graph | num
1 e 83,780 90,642 a 3,297 S 39,669 r 4,187
2 r 83,040 r 76,071 n 2,838 r 30,703 S 3,590
3 a 81,354 n 56,908 i 2,752 g 28,726 e 3,570
4 n 72,827 a 56,346 r 2,661 \Y 28,020 g 3,466
5 S 69,853 1 56,125 e 2,596 e 25,782 1 3,123
6 t 67,997 S 43,194 1 2,343 a 25,058 a 3,025
7 i 57,386 i 33,144 _ 1,763 n 22,743 n 3,012
8 1 54,978 t 31,916 t 1,563 1 21,840 \ 2,380
9 K 41,328 o 28,497 S 1,295 t 17,418 t 2,088
10 o 38,541 d 28,057 o 1,153 K 13,854 i 1,949
11 d 37,785 b 26,909 g 920 o 12,555 b 1,851
12 g 33,638 g 23,972 m 824 1 11,828 k 1,591
13 m 27,232 h 23,120 h 664 d 10,776 4 1,577
14 p 23,124 m 20,908 u 616 b 10,361 o 1,418
15 u 22,725 K 15,776 K 612 4 9,292 d 1,355
16 f 21,295 u 15,334 b 596 B 8,621 u 1,099
17 5 21,094 i 13,936 v 566 m 8,316 5 999
18 Y 20,548 \Y 13,362 j 542 u 6,850 h 967
19 b 18,318 f 12,198 c 515 h 6,049 m 882
20 6 15,987 P 10430 4 389 5 5,724 3 821
21 h 11,811 4 9,499 D 245 D 5,523 i 651
22 a 9817 w 8,284 f 172 a 4,580 y 492
23 y 8,250 a 712 w 168 i 3,784 f 353
24 i 7,694 c 6,457 5 134 f 3,513 C 258
25 c 7,542 y 5,168 y 114 y 3,300 p 229
26 X 1,442 D 4,439 a 91 c 3,264 _ 61
27 _ 314 é 3,681 4 50 2,054 X 42
28 7 268 7 1,249 z 46 X 400 7 3
29 - 150 q 1,007 é B3 w 340 é 1
30 é 106 | x 836 «x 6| ¢ 275
31 _ 2] i 269 q 9l 2z 152
32 21 _ 214 e 6 101
33 q 13 x 38 i 4 - 75
34 i 2 é 8 é 2 q 38
35 2 @ 5 i 22
36 : 5 ® 3
37 ¢ 4 /
38 '
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Table a9. The rank of the phones in names and non-name words (NNW), without

frequency weighting.

TTS IPA Rank in Rank in Rank in Rank in Rank in
symbols | symbols NNW Surnames | First names | Place names | Street names
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Table alQ. The 50 most common diphones in non-name words.

Not Frequency Weighted Frequency Weighted
Rank | diphone coverage diphone coverage

1 an 1.85 an 2.14

2 st 1.78 de: 1.68

3 do 1.41 en 1.56

4 ar 1.41 st 1.40

5 an 1.39 or 1.39

6 ra 1.25 on 1.37

7 or 1.13 do 1.36

8 nd 1.08 om 1.30

9 11 1.06 ra 1.27
10 to 1.01 at 1.24
11 ns 0.92 to 1.22
12 sk 0.90 ok 1.12
13 ka 0.86 nd 1.04
14 ad 0.86 mn 1.04
15 nr 0.82 ar 1.03
16 la 0.81 ar 0.96
17 ta 0.78 et 0.94
18 IS 0.74 ka 0.91
19 at 0.74 la 0.85
20 It 0.74 &:r 0.82
21 na 0.70 ta 0.82
22 ot 0.69 sk 0.77
23 tr 0.68 il 0.75
24 I 0.68 tr 0.74
25 ts 0.66 ns 0.73
26 ) 0.65 nt 0.73
27 m 0.63 SO 0.71
28 as 0.63 o r 0.70
29 na 0.60 ad 0.70
30 er 0.56 ot 0.68
31 19 0.55 na 0.67
32 sa 0.53 c:d 0.66
33 nt 0.52 ha 0.65
34 ga 0.50 ma 0.63
35 ma 0.50 de 0.62
36 tr 0.50 11 0.58
37 kt 0.47 ja: 0.58
38 re 0.46 It 0.56
39 ko 0.45 foe: 0.56
40 cit 0.45 &) 0.54
41 foe 0.45 me: 0.54
42 sp 0.43 al 0.52
43 al 0.41 it 0.52
44 it 0.41 av 0.51
45 da 0.40 va 0.50
46 am 0.40 sa 0.46
47 ko 0.39 19 0.46
48 il 0.39 T 0.46
49 en 0.39 da 0.46
50 pr 0.38 va 0.45
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Table all. The 50 most common triphones in non-name words.

Not Frequency Weighted Frequency Weighted
Rank | triphone | coverage triphone | coverage

1 ni 0.69 de:t 0.89

2 and 0.62 som 0.81

3 ado 0.60 ado 0.80

4 ndo 0.59 foe:r 0.76

5 erra 0.46 ndo 0.64

6 aro 0.41 t1l 0.63

7 tor 0.36 and 0.63

8 ton 0.36 me:d 0.62

9 ana 0.34 han 0.59
10 Ist 0.31 var 0.57
11 ana 0.31 den 0.56
12 ska 0.29 mt 0.52
13 foer 0.29 nto 0.50
14 non 0.28 tor 0.48
15 he:t 0.27 man 0.46
16 lig 0.27 hun 0.42
17 str 0.26 ha:r 0.39
18 1)s 0.26 ska 0.38
19 o 0.26 nin 0.38
20 sto 0.25 ara 0.38
21 rad 0.25 era 0.34
22 1ga 0.25 Iig 0.33
23 sta 0.25 ars 0.33
24 Ju:n 0.25 men 0.33
25 1sk 0.25 ond 0.32
26 1) 0.24 ans 0.31
27 ans 0.24 kan 0.30
28 ans 0.23 foer 0.30
29 ron 0.23 kom 0.29
30 ma 0.22 dor 0.28
31 end 0.20 ton 0.28
32 dor 0.19 sta 0.28
33 ran 0.19 1on 0.27
34 lan 0.19 fro: 0.26
35 tra 0.19 1ga 0.25
36 ent 0.18 TR 0.25
37 foe:r 0.18 gon 0.25
38 nst 0.18 Ist 0.24
39 kon 0.18 sej 0.24
40 la:g 0.17 lan 0.24
41 non 0.17 tan 0.24
42 don 0.17 sto 0.24
43 e 0.17 sam 0.23
44 ats 0.17 kot 0.23
45 nar 0.17 dan 0.23
46 akt 0.16 foes 0.22
47 son 0.16 end 0.22
48 rar 0.16 ala 0.22
49 dos 0.16 ana 0.21
50 sam 0.16 vor 0.21
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Table al2. The 50 most common trigraphs in non-name words.

Not Frequency Weighted Frequency Weighted
Rank | trigram | probability | trigram coverage

1| ing 0.62 det# 1.19
2 | nin 0.54 #det 1.17
3 | for 0.52 #och 0.86
4 | rna# 0.50 och# 0.86
5 | and 0.48 #i# 0.83
6 | ter 0.39 #for 0.73
7 | era 0.33 att# 0.70
8 | ade# 0.33 #att 0.67
9 | #for 0.33 som# 0.51
10 | ern 0.29 #som 0.50
11 | gen# 0.29 #en# 0.49
12 | ing# 0.28 #jag 0.49
13 | arn 0.28 jag# 0.49
14 | nde 0.27 ade# 0.46
15 | ste 0.27 for 0.45
16 | nge 0.27 den# 0.42
17 | sta 0.25 for# 0.41
18 | ten# 0.24 til 0.40
19 | ngs 0.23 #ir# 0.39
20 | str 0.22 #til 0.38
21 | nde# 0.22 #med 0.38
22 | rin 0.22 #var 0.36
23 | ska 0.21 #han 0.36
24 | lig 0.21 #av# 0.34
25 | nga 0.21 ill# 0.34
26 | are# 0.20 and 0.34
27 | tio 0.20 med# 0.34
28 | ver 0.20 #den 0.34
29 | ion 0.19 int 0.33
30 | der 0.19 ing 0.32
31 | ens# 0.19 #int 0.32
32 | ist 0.19 gend# 0.31
33 | eri 0.18 #hon 0.31
34 | isk 0.18 lig 0.29
35 | lan 0.18 nte# 0.28
36 | ter# 0.17 all 0.27
37 | tte 0.17 hon# 0.27
38 | ans 0.17 han# 0.27
39 | gar 0.17 rna# 0.27
40 | tra 0.17 #de# 0.26
41 | ran 0.17 ter# 0.26
42 | und 0.16 nin 0.25
43 | ati 0.16 #har 0.25
44 | ren# 0.16 har# 0.24
45 | lin 0.16 nge 0.24
46 | rad 0.16 var# 0.24
47 | upp 0.16 nde# 0.24
48 | ade 0.15 man# 0.24
49 | sti 0.15 #man 0.23
50 | kon 0.15 #om# 0.23
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Table al3. The 50 most common diphones in surnames.

Not Frequency Weighted Frequency Weighted
Rank | diphone coverage diphone coverage

1 or 2.46 on 7.92

2 st 2.43 s 5.77

3 an 1.86 an 3.02

4 nd 1.65 nd 3.02

5 e:n 1.34 st 2.72

6 ma 1.33 ns 2.30

7 el 1.29 $O 2.06

8 do 1.24 Is 2.05

9 al 1.12 rj 1.70
10 1j 1.02 &er 1.66
11 &r 1.00 ba 1.59
12 on 0.94 do 1.32
13 ar 0.93 tr 1.21
14 1 0.92 8 1.18
15 an 0.92 e:n 1.14
16 no 0.89 a:l 1.12
17 Ir 0.86 on 1.11
18 ba 0.80 o 1.07
19 br 0.73 ¢m 1.04
20 tr 0.72 ma 0.99
21 ra 0.67 or 0.95
22 VI 0.64 lo 0.89
23 va 0.62 Ju: 0.86
24 Ia 0.62 u:a 0.80
25 re: 0.60 ks 0.80
26 rk 0.60 re: 0.78
27 ns 0.60 It 0.78
28 %) 0.59 ka: 0.76
29 Im 0.59 T 0.74
30 11 0.58 VI 0.73
31 g2 0.58 el 0.72
32 a:l 0.57 1l 0.69
33 e:d 0.56 al 0.69
34 iin 0.53 gr 0.69
35 ol 0.52 IS 0.66
36 os 0.52 mn 0.64
37 mn 0.50 n1 0.64
38 gr 0.50 1k 0.61
39 It 0.49 in 0.60
40 ko 0.49 Im 0.58
| am 0.48 kv 0.57
42 to 0.48 ve 0.55
43 () 0.47 to 0.54
44 IS 0.47 la: 0.54
45 la 0.46 os 0.50
46 ab 0.46 en 0.49
47 on 0.44 cr 0.47
48 as 0.43 ul 0.45
49 1l 0.43 a:n 0.45
50 ha 0.43 et 0.45
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Table al4. The 50 most common triphones in surnames.

Not Frequency Weighted Frequency Weighted
Rank | triphone | coverage triphone | coverage

1 and 1.03 son 7.00

2 beer 0.93 nso 2.52

3 ®r1j 091 son 2.50

4 str 0.75 Iso 2.20

5 mar 0.69 bacr 1.92

6 son 0.69 ®rj 1.91

7 man 0.67 and 1.65

8 dor 0.67 str 1.43

9 ndo 0.66 950 1.39
10 ran 0.55 ndo 1.30
11 ark 0.49 ond 1.27
12 val 0.49 ans 1.27
13 re:n 0.48 r¢m 1.26
14 nor 0.47 trg 1.26
15 r¢m 0.45 lon 1.07
16 tre 0.45 dos 1.00
17 Ist 0.41 jwa 0.98
18 108 0.41 uan 0.97
19 ond 0.40 a:ls 0.94
20 VIS 0.38 ka:l 0.91
21 tor 0.38 re:n 0.80
22 fos 0.37 Ist 0.74
23 md 0.37 kso 0.70
24 kvi 0.36 mnd 0.68
25 da:l 0.35 Im 0.67
26 go:d, 0.34 1ks 0.67
27 lan 0.34 VIS 0.67
28 lin 0.33 gre: 0.67
29 te:n 0.33 kvi 0.67
30 fel 0.32 rik 0.67
31 ste 0.32 ils 0.66
32 ste: 0.32 man 0.66
33 clt 0.32 nil 0.63
34 st 0.31 C:11 0.53
35 hol 0.31 dor 0.47
36 r11) 0.31 la:s 0.46
37 Iy 0.30 a:so 0.45
38 gre: 0.29 ven 0.45
39 a:go 0.28 uls 0.44
40 li:n 0.28 ens 0.42
41 sta 0.27 sve 0.41
42 e:do 0.27 et 0.41
43 bra 0.27 px:s 0.40
44 st 0.27 &:$0 0.40
45 lor 0.26 sta 0.39
46 tet 0.26 hol 0.38
47 len 0.26 tos 0.37
48 bor 0.26 pet 0.37
49 ha:g 0.26 ost 0.37
50 or1j 0.26 a:ns 0.37
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Table al5. The 50 most common trigraphs in surnames.

Not Frequency Weighted Frequency Weighted
Rank | trigram | probability trigram probability

1 | ber 0.83 son# 6.67

2 | son# 0.61 SSO 6.38

3 | ste 0.60 nss 1.71

4 | str 0.55 Iss 1.66

5 | erg# 0.52 Iss 1.49

6 | and 0.51 ber 1.41

7 | nde 0.50 ers 1.37

8 | ran 0.48 erg# 1.11

9 | ing# 0.48 ans 1.10
10 | lin 0.47 and 1.08
11 | man# 0.38 str 1.01
12 | sso 0.38 nde 0.95
13 | mar 0.37 tro 0.89
14 | ell# 0.36 der 0.86
15 | sta 0.35 rom# 0.85
16 | tro 0.33 han 0.84
17 | der# 0.32 joh 0.76
18 | ers 0.32 #joh 0.76
19 | bor 0.32 lun 0.75
20 | nne 0.30 #and 0.72
21 | rom# 0.30 oha 0.71
22 | for 0.30 arl 0.66
23 | lan 0.29 rls 0.61
24 | ius# 0.29 lin 0.57
25 | rin 0.28 gre 0.50
26 | ern 0.28 und# 0.49
27 | est 0.28 rent# 0.48
28 | ark# 0.28 ist# 0.47
29 | and# 0.27 ils 0.46
30 | ner 0.27 nil 0.45
31 | ing 0.27 #nil 0.44
32 | gre 0.27 #lin 0.44
33 | ger 0.26 ars 0.44
34 | ist# 0.25 kar 0.44
35 | gar 0.25 ind 0.44
36 | eli 0.25 man# 0.42
37 | rst 0.25 #kar 0.42
38 | rne 0.25 iks 0.41
39 | lle 0.25 und 0.40
40 | fel 0.24 ens 0.40
41 | ors# 0.24 kss 0.39
42 | hol 0.24 ter 0.39
43 | all# 0.23 vis 0.38
44 | ell 0.22 eri 0.38
45 | der 0.22 rik 0.38
46 | ard# 0.22 #eri 0.37
47 | ter 0.22 lar 0.33
48 | erg 0.22 ste 0.33
49 | ren# 0.21 #lar 0.33
50 | bra 0.21 #ber 0.31
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Table al6 The 50 most common diphones in first names.

Not Frequency Weighted Frequency Weighted
Rank | diphone coverage diphone coverage

1 an 3.12 an 3.36

2 11 2.50 11 2.90

3 ma 2.23 ar 2.69

4 na 1.88 ma 2.39

5 ar 1.84 na 2.39

6 el 1.27 st 1.66

7 il 1.22 ta 1.41

8 st 1.14 ka 1.34

9 la 1.13 1k 1.32
10 al 1.09 el 1.25
11 ri: 1.03 en 1.18
12 ka 1.02 1 1.13
13 ka: 1.01 1t 1.06
14 1k 1.00 ri: 1.06
15 It 0.99 1l 1.05
16 en 0.95 la 1.03
17 aj 0.95 ar 0.96
18 It 0.95 geo 0.92
19 in 0.93 nr 0.88
20 1 0.91 mn 0.82
21 va 0.89 on 0.80
22 nt 0.89 in 0.78
23 a:l 0.87 a:n 0.78
24 li: 0.82 IS 0.77
25 ta 0.80 va 0.75
26 br 0.78 la: 0.71
27 an 0.77 er 0.70
28 IS 0.76 al 0.69
29 sa 0.74 ka: 0.69
30 s 0.74 td 0.67
31 VI 0.69 br 0.67
32 la: 0.68 sa 0.66
33 e:n 0.68 et 0.66
34 ra 0.67 ti: 0.65
35 go 0.66 emn 0.64
36 u:l 0.65 ra 0.61
37 Io 0.64 nd 0.60
38 le: 0.60 as 0.59
39 re: 0.60 as 0.58
40 m 0.57 le: 0.58
41 ar 0.57 le 0.57
42 vo 0.54 kr 0.56
43 ja 0.53 no 0.56
44 ®er 0.53 It 0.54
45 ti: 0.52 1 0.53
46 ev 0.52 rg 0.52
47 cr 0.51 re: 0.52
48 ns 0.50 joe: 0.52
49 ol 0.50 ol 0.51
50 to 0.48 ok 0.50
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Table al7. The 50 most common triphones in first names.

Not Frequency Weighted Frequency Weighted
Rank | triphone | coverage triphone | coverage

1 mar 1.26 mar 1.77

2 rit 1.00 ari: 1.19

3 ka:l 0.98 rik 1.15

4 br1 0.85 gen 1.01

5 ari 0.82 C:11 0.90

6 rik 0.80 18 0.83

7 maj 0.80 It 0.81

8 li:s 0.64 i:na 0.81

9 ana 0.62 la:s 0.80
10 et 0.60 sti: 0.79
11 i:na 0.55 kr1 0.76
12 pa:r 0.53 Ist 0.76
13 le:n 0.53 and 0.73
14 sti: 0.53 tor 0.68
15 gon 0.51 brt 0.67
16 I1s 0.49 le:n 0.64
17 la:s 0.48 ana 0.57
18 ven 0.47 nar 0.57
19 ulo 0.46 gIt 0.55
20 ti:n 0.45 ja:n 0.53
21 eva 0.45 ti:n 0.53
22 sve 0.44 ndo 0.51
23 kr1 0.43 ika 0.51
24 Ist 0.43 e:na 0.51
25 ja:n 0.42 e:va 0.51
26 nil 0.39 nil 0.50
27 P 0.39 pe:r 0.50
28 1ls 0.37 ven 0.50
29 ri:n 0.35 dos 0.50
30 and 0.35 sve 0.50
31 val 0.34 e:ta 0.50
32 re:t 0.34 nik 0.49
33 a:ns 0.33 r1 0.48
34 ha:n 0.33 ka:1 0.47
35 kat 0.32 ann 0.46
36 e:na 0.31 oko 0.46
37 ali: 0.31 len 0.46
38 a:r1 0.31 rid 0.46
39 Il 0.30 ita 0.45
40 kla: 0.30 ka:r 0.45
| ama 0.30 bery 0.45
42 nar 0.30 ent 0.45
43 i:sa 0.30 li:s 0.44
44 w:vo 0.29 rm 0.44
45 ola 0.29 sta 0.44
46 ank 0.29 ena 0.44
47 la:s 0.28 nat 0.43
48 1an 0.28 1o 0.43
49 gre: 0.28 ona 0.43
50 Iof 0.27 arg 0.42
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Table al8. The 50 most common trigraphs in first names.

Not Frequency Weighted Frequency Weighted
Rank | trigram | probability trigram coverage
1 | ann 1.32 ari 1.16
2 | #ann 1.06 ann 1.13
3 | mar 0.92 mar 1.12
4 | arl 0.74 #mar 0.91
5 | ari 0.70 ing 0.88
6 | ing 0.67 #ann 0.87
7 | rl- 0.61 #ing 0.85
8 | rit 0.59 sti 0.73
9 | -ma 0.59 nna 0.69
10 | bri 0.56 len 0.63
11 | kar 0.50 #gun 0.61
12 | nna 0.48 eri 0.59
13 | eri 0.45 rik# 0.58
14 | #mar 0.44 gun 0.57
15 | car 0.43 ina# 0.55
16 | -ol 0.42 lar 0.52
17 | #kar 0.41 ste 0.51
18 | sti 0.40 #lar 0.51
19 | #ing 0.40 kar 0.50
20 | ber 0.39 rit 0.49
21 | ina# 0.36 ris 0.48
22 | nne 0.36 ist 0.48
23 | lar 0.36 #len 0.47
24 | #car 0.35 ber 0.46
25 | en- 0.34 #kar 0.45
26 | #per 0.34 enn 0.45
27 | per 0.33 ter# 0.43
28 | jan 0.33 bri 0.43
29 | len 0.32 nar# 0.37
30 | #lar 0.32 #ber 0.37
31 | na- 0.32 nge 0.36
32 | #jan 0.32 and 0.36
33 | ars 0.31 sve 0.36
34 | olo 0.31 #sve 0.36
35| er- 0.31 #jan 0.36
36 | sve 0.30 1la# 0.36
37 | ste 0.30 ars# 0.36
38 | rik# 0.30 hri 0.35
39 | nn- 0.30 rgi 0.35
40 | -er 0.30 chr 0.34
41 | #sve 0.30 nne# 0.34
42 | han 0.30 unn 0.33
43 | ven 0.29 itt 0.33
44 | lis 0.29 #per 0.33
45 | ris 0.29 #and 0.33
46 | lla 0.29 nde 0.33
47 | gun 0.29 ben 0.32
48 | ell 0.28 #ben 0.32
49 | ist 0.28 der 0.32
50 | an- 0.28 ers# 0.32
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Table al9. The 50 most common diphones in street names.

Not Frequency Weighted Frequency Weighted
Rank | diphone coverage diphone coverage

1 an 5.18 an 4.87

2 ve! 4.94 an 4.72

3 €9 4.94 ta 4.62

4 go 4.70 ve: 4.43

5 an 3.16 eg 4.43

6 ta 3.01 go 4.40

7 a:t 2.61 a:t 4.24

8 3% 2.56 ga: 4.05

9 ga: 2.51 SV 1.89
10 st 1.58 sg 1.68
11 sg 1.32 st 1.58
12 nd 1.09 ar 0.84
13 ar 0.88 nd 0.82
14 ns 0.77 ns 0.69
15 ra 0.67 ra 0.64
16 gr 0.67 rj 0.59
17 1] 0.60 al 0.52
18 re 0.59 av 0.52
19 ds 0.57 tr 0.49
20 Is 0.57 &r 0.49
21 ks 0.55 ks 0.48
22 av 0.55 ds 0.48
23 en 0.54 or 0.48
24 or 0.53 g 0.47
25 ko 0.52 or 0.47
26 la 0.50 g 0.46
27 al 0.49 ma 0.46
28 tr 0.49 11 0.45
29 xr 0.49 la 0.44
30 v 0.46 Is 0.43
31 ak 0.45 Js 0.40
32 3% 0.42 gr 0.39
33 or 0.41 ag 0.39
34 g 0.40 I 0.38
35 Js 0.39 bae 0.37
36 ma 0.39 ka 0.37
37 ba 0.38 v 0.36
38 1 0.38 a:l 0.35
39 g 0.38 do 0.35
40 ka 0.38 o 0.34
41 ba 0.38 s 0.34
42 t 0.37 ko 0.34
43 o 0.36 v 0.34
44 to 0.36 re 0.33
45 as 0.35 rk 0.32
46 do 0.34 to 0.32
47 a:l 0.34 sg 0.32
48 ms 0.33 SV 0.32
49 It 0.33 sk 0.31
50 1 0.33 ak 0.30
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Table a20. The 50 most common triphones in street names.

Not Frequency Weighted Frequency Weighted
Rank | triphone | coverage triphone | coverage

1 ve:g 5.40 veig 4.86

2 gon 5.01 gon 4.72

3 €:go 4.62 a:ta 4.64

4 a:ta 2.83 tan 4.56

5 ga:t 2.75 €:99 4.47

6 tan 2.70 ga:t 4.47

7 sve: 2.64 SVe: 1.94

8 sga: 1.25 sga: 1.76

9 ren 0.54 ave: 0.50
10 end 0.53 oga: 0.46
11 ave: 0.52 rga: 0.42
12 gre 0.50 1js 0.42
13 ove: 0.47 ®rj 0.39
14 sve: 0.45 baer 0.38
15 ®r1j 0.42 Jve: 0.35
16 1js 0.41 aga: 0.35
17 baer 0.40 sve: 0.34
18 sti: 0.38 sga: 0.34
19 ti:g 0.37 str 0.32
20 1:go 0.36 Ive: 0.30
21 nsv 0.36 nsg 0.30
22 dsv 0.33 and 0.28
23 str 0.33 sti: 0.27
24 bak 0.33 sta 0.27
25 aga: 0.32 nsv 0.26
26 tor 0.29 tra 0.26
27 and 0.28 ti:g 0.26
28 ksv 0.26 i:go 0.25
29 sta 0.25 ren 0.25
30 tra 0.25 nds 0.25
31 rve: 0.25 tor 0.24
32 Isv 0.25 dsv 0.24
33 kon 0.25 aro 0.23
34 aro 0.25 end 0.23
35 sga: 0.24 est 0.22
36 nds 0.24 gre 0.22
37 ako 0.23 tu:r 0.22
38 Jsv 0.23 ans 0.22
39 est 0.22 139 0.22
40 nsg 0.21 dsg 0.22
41 ond 0.21 bak 0.21
42 Ips 0.20 lga: 0.21
43 aga: 0.20 159 0.20
44 ans 0.19 stu: 0.20
45 rga: 0.18 nve: 0.19
46 orj 0.18 lve: 0.19
47 o1p 0.18 ond 0.19
48 a:ls 0.18 tor 0.19
49 psv 0.18 da:l 0.19
50 msv 0.18 orj 0.19
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Table a2l. The 50 most common trigraphs in street names.

Not Frequency Weighted Frequency Weighted
Rank | trigram | probability trigram coverage

1| sv# 2.50 sg.# 2.21

2 | sg# 1.41 sv.# 2.16

3| _v# 0.75 erg 0.61

4| s_v 0.72 tor 0.55

5 | rin 0.62 ing 0.54

6 | gen# 0.59 eg.# 0.52

7 | gré 0.57 av.# 0.51

8| av.# 0.52 gsg 0.50

9 | dnd# 0.51 ber 0.49
10 | erg 0.51 rgs 0.46
11 | ev.# 0.50 rg.# 0.46
12 | dsv 0.46 gen# 0.45
13 | ber 0.45 gsv 0.44
14 | gsv 0.45 _V.# 0.42
15 | sti 0.44 ngs 0.42
16 | tor 0.42 ev.# 0.40
17 | ing 0.42 dsv 0.38
18 | rgs 0.41 ag.# 0.37
19 | tig 0.40 S_V 0.36
20 | ige 0.39 sta 0.36
21 | ack 0.38 dsg 0.36
22 | ngs 0.35 sti 0.35
23 | ers 0.35 nsg 0.34
24 | bac 0.34 org 0.34
25 | eg# 0.34 rv.# 0.33
26 | sta 0.34 ste 0.32
27 | nge 0.33 rin 0.32
28 | cke 0.32 all 0.31
29 | ns_ 0.31 tig 0.30
30 | ens 0.29 and 0.30
31 | all 0.28 ige 0.29
32 | are 0.28 sto 0.29
33 | ste 0.28 are 0.29
34 | gsg 0.27 ter 0.29
35 | and 0.26 nge 0.28
36 | nds 0.25 nds 0.28
37 [ lin 0.25 reg 0.27
38 | dsg 0.25 ers 0.27
39 | ksv 0.24 gri 0.26
40 | ken# 0.23 ans 0.26
41 | ans 0.23 ack 0.26
42 | rv.# 0.23 rds 0.26
43 | rds 0.23 kar 0.25
44 | dng 0.22 nv.# 0.24
45 | und 0.22 ens 0.24
46 | ter 0.22 lin 0.24
47 | rps 0.22 bac 0.24
48 | Isv 0.21 ard 0.23
49 | lle 0.21 and# 0.23
50 | rsv 0.21 ng.# 0.23
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Table a22. The 50 most common diphones in place names.

Not Frequency Weighted Frequency Weighted
Rank | diphone coverage diphone coverage

1 st 2.11 st 2.76

2 vi: 1.46 Im 1.72

3 1] 1.41 | 1.71

4 &r 1.37 Ij 1.53

5 1 1.35 al 1.41

6 an 1.33 nd 1.38

7 ik 1.26 or 1.35

8 or 1.16 ol 1.33

9 ba 1.08 la 1.15
10 va 1.02 a:l 1.05
11 or 1.02 ho 1.04
12 19 0.91 bo 1.00
13 ar 0.88 on 0.96
14 p 0.87 or 0.96
15 al 0.86 an 0.96
16 nd 0.81 ta 0.92
17 la 0.81 ma 0.91
18 to 0.78 o 0.90
19 ko 0.76 el 0.85
20 sb 0.75 pr 0.81
21 ta 0.75 co: 0.81
22 an 0.75 o:p 0.80
23 gr 0.70 Is 0.78
24 SV 0.69 te 0.74
25 do 0.67 ok 0.73
26 ga 0.64 an 0.73
27 bu: 0.61 by 0.72
28 on 0.60 eb 0.71
29 ka 0.59 €s 0.69
30 ra 0.59 ha 0.69
31 £:s 0.57 na 0.68
32 sk 0.57 kh 0.67
33 al 0.57 It 0.66
34 Is 0.56 ar 0.66
35 go 0.55 ka 0.66
36 [o: 0.55 ve 0.64
37 by: 0.55 do 0.62
38 s 0.54 jo: 0.62
39 €8 0.54 0:S 0.62
40 It 0.54 2] 0.61
41 o 0.50 sk 0.60
42 o1 0.50 la 0.58
43 ne: 0.49 o:t 0.57
44 Is 0.48 tr 0.56
45 ja 0.47 to 0.53
46 VI 0.47 sb 0.53
47 tr 0.47 vi: 0.52
48 v 0.47 &r 0.50
49 el 0.46 am 0.49
50 ve 0.46 ra 0.48
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Table a23. The 50 most common triphones in place names.

Not Frequency Weighted Frequency Weighted
Rank | triphone | coverage triphone | coverage

1 vick 1.46 hol 1.24

2 &xrj 1.28 olm 1.24

3 bacr 1.27 bor 1.12

4 jo 0.80 orj 1.11

5 orp 0.79 co.p 0.96

6 tor 0.79 pin 0.96

7 sta 0.64 ¢:p1 0.96

8 ne:s 0.55 Sto 0.95

9 kon 0.55 ond 0.91
10 ko 0.52 sta 0.88
11 ond 0.50 tok 0.81
12 val 0.49 kho 0.80
13 don 0.47 okh 0.80
14 rja 0.46 alm 0.76
15 Iy 0.46 ebo 0.72
16 tor 0.44 jo:t 0.68
17 sto 0.44 gite 0.67
18 est 0.40 teb 0.67
19 bak 0.39 and 0.58
20 ves 0.37 a:la 0.53
21 li:d 0.37 vick 0.53
22 da:l 0.37 sto 0.53
23 hol 0.36 mal 0.51
24 olm 0.33 est 0.50
25 Sto 0.33 ham 0.49
26 aka 0.33 ves 0.49
27 svi: 0.32 Imo: 0.48
28 and 0.32 tor 0.48
29 log 0.32 V%) 0.48
30 i:do 0.29 &tj 0.45
31 ms 0.29 Ist 0.45
32 ha:g 0.28 lon 0.44
33 lon 0.27 nee: 0.44
34 lon 0.27 108 0.42
35 h¢:g 0.27 baer 0.42
36 ry:d 0.26 son 0.41
37 1jo 0.26 val 0.40
38 str 0.25 sa:l 0.39
39 x:do 0.25 amn 0.34
40 jed 0.24 mar 0.33
41 gor 0.23 fos 0.33
42 ham 0.23 ops 0.32
43 sbu: 0.22 psa: 0.32
44 sbae 0.22 tu:n 0.32
45 lp:v 0.21 wna 0.32
46 jot 0.21 str 0.31
47 arp 0.21 lan 0.31
48 fos 0.21 Im 0.31
49 orj 0.21 Iy 0.31
50 kva: 0.21 da:l 0.30
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Table a24. The 50 most common trigraphs in place names.

Not Frequency Weighted Frequency Weighted
Rank | trigram | probability trigram coverage

1| ing 1.15 bor 1.03

2 | ber 1.03 hol 0.93

3 |erg 0.77 olm# 0.86

4 | tor 0.72 ing 0.82

5 | nge# 0.62 org# 0.81

6 | vik# 0.58 sto 0.77

7 | orp# 0.57 kop 0.72

8 | vik 0.56 pin 0.72

9 | ngs 0.54 opi 0.72
10 | ken# 0.46 ing# 0.71
11 | ike 0.45 #sto 0.65
12 | éng 0.43 ock 0.62
13 | val 0.43 sta 0.62
14 | lin 0.41 toc 0.61
15 | nge 0.40 kho 0.59
16 | sta 0.40 ckh 0.59
17 | nids# 0.40 alm 0.57
18 | sto 0.39 ebo 0.56
19 | den# 0.39 ste 0.56
20 | ste 0.37 teb 0.52
21 | var 0.37 got 0.50
22 | all 0.36 #g0t 0.50
23 | sjo# 0.33 ote 0.50
24 | rga# 0.32 tad# 0.50
25 | st 0.32 ber 0.48
26 | svi 0.32 lin 0.46
27 | éng 0.32 nge# 0.44
28 | ger 0.32 vés 0.42
29 | ack 0.30 mal 0.41
30 | ter 0.30 ter 0.40
31 | sta# 0.30 #mal 0.40
32 | bac 0.30 sun 0.40
33 | erg# 0.29 ala# 0.39
34 | ers 0.29 ast 0.39
35 | vis 0.29 kar 0.38
36 | ung 0.28 and 0.38
37 | #vis 0.28 ham 0.37
38 | lle 0.26 #vis 0.37
39 | hol 0.26 Imo# 0.36
40 | sjo 0.25 lle 0.36
41 | lan 0.25 und# 0.35
42 | lid 0.24 sal 0.34
43 | arn 0.24 Ist 0.33
44 | ran 0.24 ers 0.33
45 | lun 0.24 und 0.33
46 | ird 0.23 nko 0.33
47 | ide 0.23 nor 0.32
48 | gar 0.23 #nor 0.32
49 | ver 0.23 val 0.32
50 | gst 0.22 erg# 0.32
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Table a25. The 50 most common CVC-patterns in non-name words.

Joakim Gustafson: A Swedish Name Pronunciation System

Not Frequency Weighted Frequency Weighted
Rank | CVC-pattern coverage CVC-pattern coverage

1| CVCVC 3.9822 | CVC 22.5734

2 | CVCCVC 3.8229 | VC 13.5436

3 | CVCCVCVC 3.0518 | CV 8.7007

4 ] CVCVCVC 2.1652 | CVCVC 6.0051

5] CCVCVC 2.0553 | CVCV 48114

6 | CVCCVCV 1.5981 | V 3.1490

7 | CVCCCVCVC 1.5022 | CVCCVC 2.6677

8 | CVCVCV 1.4900 | CCVC 2.3219

9 | CCVCCVC 1.4789 | CVCC 2.1847
10 | CVCCVCCVC 1.4277 | CVCCV 2.0116
11 | CVCVCCVC 1.2917 | VCVC 1.8026
12 | CVCCCVC 1.2293 | VCCV 1.6557
13 | CVCV 1.1688 | CCVCVC 1.5248
14 | CVCVCCVCVC 1.1585 | VCCVC 1.1999
15 | CVCVCVCVC 1.0943 | CVCVCVC 1.1572
16 | CVC 1.0104 | CCVCV 1.1081
17 | VCCVCVC 1.0002 | CVCCVCVC 1.0016
18 | CVCCVCC 0.9564 | CVCVCV 0.9258
19 | CCVCCVCVC 0.9508 | CCV 0.8508
20 | CVCCV 0.8931 | CVCCVCV 0.7947
21 | CVCCVCVCV 0.8819 | VCV 0.7799
22 | CVCCVCVCVC 0.8707 | CCVCC 0.5262
23 | CvVCvCC 0.8335 | CCVCCVC 0.4980
24 | CCVCVCV 0.7609 | VCCVCVC 0.4864
25 | CvVCC 0.7553 | CVCVCCVC 0.4568
26 | CVCCVCCVCVC 0.7152 | CVCVCC 0.4353
27 | VCCVC 0.6770 | CVCCCVC 0.4041
28 | CVCVCVCV 0.6631 | CCVCVCV 0.3867
29 | CVCCCVCCVC 0.6472 | VCCCVC 0.3830
30 | CCVCVCVC 0.6370 | CCVCCV 0.3433
31 | VCCVCCVC 0.6361 | CVCVCVCVC 0.3369
32| CCVC 0.6351 | CVCCVCC 0.3203
33 | CCVCV 0.6156 | CVCVCCV 0.2907
34 | CCVCCVCV 0.6081 | VCCVCCVC 0.2904
35 | CVCCVCCV 0.5830 | CVCCCVCVC 0.2873
36 | CVCVCCV 0.5783 | CVCCVCCVC 0.2868
37 | CCVCCCVCVC 0.5113 | VCCCV 0.2831
38 | CVCCCVCV 0.5057 | CVCVCVCV 0.2772
39 | CCVCCCVC 0.4805 | CVV 0.2765
40 | CVCVCVCC 0.4554 | CVCCCV 0.2643
41 | CVCVCCVCV 0.4461 | VCC 0.2368
42 | CVCCCVCC 0.4424 | VCCVCV 0.2294
43 | CVCVCVCCVC 0.4377 | CVCCC 0.2181
44 | VCVCCVCVC 0.4181 | VCVCCVC 0.2148
45 | VCCVCV 0.4144 | VCCVCC 0.2097
46 | VCCVCCVCVC 0.4107 | CVCVCCVCVC 0.2026
47 | VCVCCVC 0.4088 | CCVCVCC 0.1936
48 | CVCVCCVCCVC 0.4070 | VCVCVC 0.1925
49 | CCVCCVCCVC 0.4051 | CCVCVCVC 0.1844
50 | vCVC 0.4014 | CVCCVCVCV 0.1837
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Table a26. The 50 most common CVC-patterns in surnames.

Not Frequency Weighted Frequency Weighted
Rank | CVC-pattern coverage CVC-pattern coverage

1| CVCCVC 12.0011 | CVCCVC 16.4621

2 | CVCVC 8.5599 | CVCVC 9.2419

3 ] CVCCCVC 4.7296 | VCCVCVC 4.8054

4 | CVCCvCC 4.3511 | CVVCCVC 4.6202

5] CVCVCCVC 4.0531 | CVCCVCC 3.9920

6 | CVCVCVC 3.9995 | CVCCCVC 3.7756

7 | CCVCCVC 2.6574 | CVCCCCVC 3.6550

8] VCCVC 2.4346 | VCVCCVC 3.6425

9 | CVCCVCVC 2.4319 | CVCCCVCC 3.3705
10 | CVC 2.3594 | VCCVC 3.1788
11 | CVCCV 2.2547 | CVCVCCVC 2.9692
12 | CVCCCVCC 2.1903 | CCVCCVC 2.9360
13 | CCVCVC 2.1608 | CVCVCVC 2.8830
14 | CVCVCCVCC 1.7555 | CVCCVCCVC 2.5743
15 | CVCV 1.7528 | CVCC 2.1844
16 | CVCCVCCVC 1.5488 | CVC 2.1648
17 | VCVCCVC 1.4924 | CVCCVCVC 1.5000
18 | CVCC 1.4790 | CVCCCCVCC 1.4570
19 | CVCCCCVC 1.4307 | CCVC 1.4343
20 | VCVCVC 1.2911 | CVCCCCCVC 1.4259
21 | VCVC 1.2508 | CVCVCC 1.0538
22 | CCVC 1.2213 | CCVCCVCC 1.0344
23 | CCVCCVCC 1.1488 | VCCVCC 1.0170
24 | VCCCVC 1.1435 | CCVCVC 1.0041
25 | CVCVCVCC 1.1435 | CVCVCCVCC 0.9517
26 | CVCVCCCVC 1.0978 | VCCVCCVC 0.8896
27 | CVCVCC 1.0468 | CCVCC 0.8825
28 | CCVCCCVC 0.9958 | VCVC 0.6786
29 | CVCVCV 0.9422 | VCCCCVC 0.6741
30 | VCCVCVC 0.8885 | VCCCVC 0.6110
31 | CVCVCVVC 0.8482 | VCVCVC 0.5883
32 | CCVCV 0.8375 | CCVCCCVCC 0.5397
33 | VCCVCC 0.8294 | CVCCV 0.4948
34 | VCCVCCVC 0.7757 | CVCVVCCVC 0.4882
35 | CCVCVCVC 0.6630 | CVCVCCCVC 0.4640
36 | VCVCCVCC 0.6254 | CCVCCVCCVC 0.4387
37 | CVCCCCVCC 0.5771 | VCCCVCC 0.4212
38 | CCVCC 0.5637 | VCVCC 0.3819
39 | VCCCVCC 0.5422 | CVCV 0.3699
40 | VCVCCCVC 0.5181 | CVCVCCCCVC 0.3595
41 | CCVCVCCVC 0.5127 | CCVCCCVC 0.3589
42 | CCVCCV 0.5019 | CVCCVCCVCC 0.3274
43 | CVCCVCV 0.4966 | CCVCCCCVC 0.3062
44 | CVCCVCCVCC 0.4724 | VC 0.2917
45 | CCVCCCvCC 0.4697 | VCVCCCVC 0.2734
46 | CVCCCV 0.4429 | VCVVCVC 0.2594
47 | CVCVCCV 0.4322 | CCCVC 0.2424
48 | VCVCVCC 0.4187 | CCVCVCC 0.2304
49 | CCVCCVCVC 0.3892 | VCC 0.2278
50 | CVCVCCCVCC 0.3838 | CVCVCCCVCC 0.2099
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Joakim Gustafson: A Swedish Name Pronunciation System

Table a27. The 50 most common CVC-patterns in first names.

Not Frequency Weighted Frequency Weighted
Rank | CVC-pattern coverage CVC-pattern coverage

1| CVCV 9.3990 | CVCVC 13.1352

2 | CVCVCV 6.2020 | CVCV 8.6129

3| CVCVC 5.7118 | CVC 8.4190

4] CVCCVC 5.3708 | CVCCVC 7.5349

5] CVCVCVC 5.0085 | VCV 6.9582

6 | CVCCV 3.5806 | CVCC 5.8911

7 | CVCCVCVC 3.4953 | VCVC 4.8418

8 | CVCCVCV 3.4101 | CVCVCV 4.6109

9| CVC 2.4510 | VCCVC 4.2845
10 | VCV 2.1526 | CCVC 3.5086
11 | VCVC 2.1313 | CVCCV 3.3732
12 | VCVCVCV 2.0887 | CVCVCVC 1.8742
13 | VCCVC 2.0673 | VCVCV 1.6159
14 | VCVCVC 1.9182 | VCCV 1.6119
15 | CVCVCCVC 1.8542 | CVCVVC 1.3968
16 | VCCV 1.6624 | CCVCV 1.3031
17 | CVCCCVC 1.6624 | CCVCCVC 1.2140
18 | CVCVVC 1.6411 | VCCVCV 1.1654
19 | VCCVCV 1.3427 | CCVCCVCV 1.1589
20 | CCVCVCVC 1.3427 | CVCVV 0.9919
21 | CVCCVCCVC 1.2788 | VCVCVC 0.9631
22 | CCVCVCV 1.2575 | CVCCCVC 0.9399
23 | VCVCV 1.2148 | CCVCVC 0.9326
24 | CCVCCVCVC 1.1509 | VCC 0.8581
25 | VCCVCVC 0.9804 | CV 0.8437
26 | CVCC 0.9378 | CVCCVCVCV 0.7970
27 | CVCVCVCV 0.8951 | CVCVCC 0.7730
28 | CVCCCVCVC 0.8951 | VCVCVCVC 0.7167
29 | VCVCCVCV 0.8525 | CVCCVCVC 0.6776
30 | CVCVCC 0.7673 | VCCCVC 0.5317
31 | CVCCvCC 0.7460 | CVCVCVCV 0.5212
32 | CCVCV 0.7460 | CVCCCV 0.5137
33 | VCVCVCVC 0.7246 | VCVCVCV 0.5026
34 | VCCCVC 0.7246 | CCVCVCVC 0.4156
35 | VCCVCCVC 0.7033 | CVCCVCV 0.3869
36 | VCVCCVC 0.6820 | VC 0.3714
37 | CVVCV 0.6820 | CVV 0.3683
38 | CCVCCVCV 0.6607 | CVCCVCC 0.2992
39 | CCVC 0.6181 | VCVCCVC 0.2585
40 | CVV 0.5968 | CVVCV 0.2540
41 | CVCCCVCCVC 0.5968 | VCCCVCCVC 0.2409
42 | CCVCCVC 0.5754 | CVVCVC 0.2327
43 | CVCVCCV 0.5541 | v€VCC 0.2208
44 | CVCCVCCV 0.5541 | VCVCCVCV 0.2043
45 | CVVCVC 0.4902 | CVCVCVV 0.1949
46 | CVCCCVCV 0.4689 | CVVC 0.1922
47 | CVCCVCVCV 0.4476 | CVCVCCVC 0.1900
48 | CCVCVC 0.4476 | CVCCVCCVC 0.1744
49 | CVCVV 0.4263 | CCVCVCV 0.1738
50 | CCVCVCCVC 0.4049 | CCVV 0.1657
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Table a28. The 50 most common CVC-patterns in street names.

Not Frequency Weighted Frequency Weighted
Rank | CVC-pattern coverage CVC-pattern coverage

1 | CVCCVCCCVCVC 3.8400 | CVCVCCVCVC 4.8922

2 | CVCvVCCveve 3.5520 | CVCCVCVC 4.8409

3 | CvCCvCeveve 2.7800 | CVCCVCCCVCVC 4.1832

4 | CVCVCVCVC 2.6526 | CVCCCVCVC 3.8909

5| ¢vCCvCveve 2.4054 | CVCVCVCVC 3.7460

6 | CvCvCCCvVCVC 2.3519 | CCVCCVCVC 3.6632

7 | CVCCVCVC 2.3392 | CVCCVCCVCVC 3.2137

8 | CVCCCvCvC 1.9289 | CVCCVCVCVC 29179

9 | CVCVCVCVCVC 1.9060 | CCVCCCVCVC 2.1025
10 | CvCCvVCCCCveve 1.9060 | CVCVCCCVCVC 2.0851
11 | CVCCVCVCVCVC 1.8856 | CVCCVCVCVCVC 1.8229
12 | CVCCCVCCCVCVC 1.8525 | CVCVCVCVCVC 1.7912
13 | CVCVCVCCCVCVC 1.8091 | CVCCVCCCCVCVC 1.7044
14 | CCVCCVCCCVCVC 1.4193 | CVCCCVCCCVCVC 1.6309
15 | CCvVCCVCVC 1.3632 | CVCVCVCCCVCVC 1.5300
16 | CVCVCVCCVCVC 1.1721 | CCVCCVCCCVCVC 1.4141
17 | CCVCVCCVCVC 1.1441 | CCVCVCVCVC 1.3331
18 | CVCCVCVCCVCVC 1.0982 | CCVCVCCVCVC 1.3153
19 | CVCVCCVCCCVCVC 0.9759 | CCVCVCCCVCVC 1.2256
20 | CCVCCCVCVC 0.9759 | CCVCCVCCVCVC 1.1744
21 | CCVCVCVCVC 0.9428 | CVCVCVCCVCVC 0.9288
22 | CVCCVCVCCCVCVC 0.9301 | CVCCCVCCCCVCVC 0.9181
23 | CVCCCVCCCCVCVC 0.9071 | CVCVCVC 0.8739
24 | CVCVCVCCCCVCVC 0.8918 | CVCCVCVCCVCVC 0.8657
25 | CCVCCVCCVCVC 0.8536 | CVCCVCVCCCVCVC 0.8260
26 | CVCCCVCVCVC 0.8383 | CVCVCVCCCCVCVC 0.8193
27 | CCVCCVCCCCVCVC 0.7415 | VCVCCVCVC 0.7465
28 | CVCCCVCVCVCVC 0.7313 | CVCCCVCVCVC 0.7274
29 | CCVCCCVCCCVCVC 0.7033 | CVCVCCVCCCVCVC 0.7081
30 | CCVCVCCCVCVC 0.6956 | VCCVCCVCVC 0.6999
31 | CCVCCVCveve 0.6727 | VCCVCCCVCVC 0.6544
32 | VCCVCCCVCVC 0.6600 | CVCVCCVCCCCVCVC 0.6495
33 | CVCVCCVCCCCVCVC 0.6523 | CCVCCVCCCCVCVC 0.6428
34 | CVCVCCCCVCVC 0.6370 | CVCCCCVCVC 0.6311
35 | CVCVCCVCVCVC 0.6268 | VCCCVCVC 0.6203
36 | CCVCVCVCVCVC 0.6268 | CCVCVCVCVCVC 0.6092
37 | CVCCVCCVCVCVC 0.6243 | CCVCCCVCCCVCeVC 0.6009
38 | CCVCCVCVCVCVC 0.5988 | vCCvCVC 0.5920
39 | CVCCCCVCCCVCVC 0.5249 | CVCCCVCVCVCVC 0.5901
40 | CvCvCCCve 0.5122 | CVCCCVCCVCVC 0.5499
41 | CVCCCVCCVCVC 0.5045 | CVCCCCVCCCVCVC 0.5475
42 | CVCVCCVCCVCVC 0.4714 | CCVCCVCVCVC 0.5443
43 | CvCcvcceeve 0.4714 | CVCVCCCCVCVC 0.5292
44 | VCVCCVCVC 0.4638 | VCVCVCVC 0.5259
45 | VCCVCCVCVC 0.4510 | CCVCCVCVCVCVC 0.5057
46 | CCVCVCVCCCVCVC 0.4459 | CVCCVCCVCVCVC 0.4916
47 | CVCVCVCVCVCVC 0.4434 | CVCVCCVCVCVC 0.4615
48 | CvCvCVC 0.4357 | CVCCCVCVCCVCVC 0.4395
49 | VCCVCVCVC 0.4306 | CVCCVCCVCCVCVC 0.4391
50 | CVCCVCCVCCVCeve 0.4306 | CVCVCCVCCVCVC 0.4356
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Table a29. The 50 most common CVC-patterns in place names.

Not Frequency Weighted Frequency Weighted
Rank | CVC-pattern coverage CVC-pattern coverage

1| CVCVCV 4.5380 | CVCCV 8.9871

2 | CVCCVC 4.1254 | CVCCVCVC 6.1295

3 | CVCCVCV 4.0924 | CVCVCV 5.1062

4 ] CVCVCVC 3.6304 | CCVCCVCC 4.3528

5] CVCCVCVC 3.5149 | CVCVCVCC 4.0028

6 | CVCCV 3.0033 | CVCVC 3.3884

7 | CVCVCCV 2.1947 | CVCV 3.2691

8] CVCV 2.0957 | VCCVCV 2.4590

9 | CVCVC 2.0627 | CVCCVC 2.3559
10 | CVCCVCCV 2.0297 | CVCCVCV 2.3473
11 | CVCCCVC 1.8317 | CVCVCVC 2.2803
12 | CVCVCCVC 1.6502 | CCVCV 2.0158
13 | CVCVCVCV 1.6172 | CVCCVCCVCC 1.8365
14 | CVCCCV 1.6007 | VCVCV 1.6512
15 | CVCCVCCVC 1.4851 | CVCCVCC 1.6249
16 | CVCCVCC 1.4686 | CVCCCV 1.5805
17 | CCVCCVC 1.4356 | CVCCCVCV 1.5579
18 | CCVCVCVC 1.3861 | CVCVCCV 1.5531
19 | CCVCVCV 1.3861 | CCVCVC 1.1984
20 | CVCCCVCVC 1.3201 | CVCVCCVC 1.1541
21 | CVCCCVCV 1.3036 | CVCCCVCVC 1.1187
22 | CCVCCV 1.3036 | CVCCCVC 1.0839
23 | CVCCCVCC 1.2706 | CVCVV 1.0184
24 | CCVCV 1.1551 | VCCV 0.9539
25 | CVCVCVCC 1.0891 | VCVV 0.9453
26 | CVCVCCVCC 1.0066 | CVCVCC 0.9312
27 | CCVCCVCV 0.9736 | CVCC 0.9286
28 | CCVCCVCVC 0.9406 | CVCCCVCC 0.9166
29 | CCVCCCVC 0.9406 | CVCVCVCCV 0.9047
30 | VCCVCVC 0.9076 | CVCVCCVCC 0.8437
31 | CCVCVC 0.8746 | CVCCVCCVC 0.8321
32 | CVCVCVCVC 0.8581 | CvCCCCV 0.8277
33 | CVCVCVCCV 0.8086 | CVCVCCVCV 0.8001
34 | CVCCVCVCV 0.8086 | VCCVCCCVCV 0.7735
35 | CVCVCCCVC 0.7591 | CVCCCCVC 0.7631
36 | VCVCVC 0.7426 | CCVCCV 0.7597
37 | CCVCCCVCC 0.7261 | CVCCCCVCV 0.7130
38 | VCCVCV 0.7096 | VCVCVC 0.6469
39 | CvVCVCC 0.7096 | CVCCCVCCVCVCCV 0.6266
40 | VCVCV 0.6931 | CCVCCVCVC 0.6261
41 | CVCVCCCVCC 0.6766 | CVCVCCVV 0.6176
42 | VCVCCV 0.6106 | CVCVCCCVC 0.6171
43 | CVCVCCVCV 0.5611 | CVCCVCCV 0.6005
44 | CCVCCVCC 0.5611 | VCVC 0.5954
45 | CCVCCCV 0.5611 | VCVCVCV 0.5720
46 | VCCVC 0.5446 | CVCVCVCV 0.5706
47 | CCVCVCVCC 0.5446 | VCCVCVC 0.5680
48 | CCVCCCVCV 0.5116 | CVC 0.5576
49 | CVCVCCVCVC 0.4950 | VCCVCVCC 0.5445
50 | CVCCCVCCVC 0.4950 | CCVCCVC 0.5260

103



Table a30. The 50 most common stress-patterns in non-name words.

Joakim Gustafson: A Swedish Name Pronunciation System

Not Frequency Weighted Frequency Weighted
Rank | stress-pattern coverage stress-pattern coverage

1]"V-VV 13.3639 | 'V 54.5336

21"VV 10.9016 | "VV 18.1545

3|"'V-V 6.4668 | 'VV 6.4120

41"'"VVV 6.1474 | "VVV 3.0584

5]"V-VVV 4.8706 | "V-VV 2.7892

6|"VV-VV 4.5903 | V'VV 2.3787

71 V'VV 4.4990 | "V-V 1.9062

81'VV 3.9999 | V'V 1.7443

91V 3.4653 | "V-VVV 0.9226
10 | VV'VV 3.1254 | VV'VV 0.8641
11 | "VV-V 2.6094 | V'VVV 0.8379
12 | V'VVV 2.1419 | "VV-VV 0.7346
13| V'V 1.8262 | VV'V 0.6849
14 | "V-V-VV 1.7173 | "VV-V 0.6849
15| "VV-VVV 1.4677 | 'VVV 0.4530
16 | VV'V 1.4537 | VV'VVV 0.2847
17 | "V-VVV 1.3448 | VVV'V 0.2589
18 | VV'VVV 1.2647 | VVV'VV 0.2471
19 | V'V-VV 1.1716 | "VV-VVV 0.2448
20 | VVV'VV 1.1427 | "VVVV 0.1893
21|"V-V-V 0.9648 | "V-VVV 0.1565
22 |"V-VV 0.7627 | "V-V-VV 0.1544
23| "V-V-VVV 0.7525 | V'VV 0.1332
24| 'VVV 0.7487 | "V-V-V 0.1138
25| VVV'v 0.7208 | "V-VV 0.0933
26 | V'V-V 0.6221 | V'V-VV 0.0822
27 | "V-VVVV 0.5476 | "V-V-VVV 0.0738
28 | "VV-V-VV 0.5355 | VVVV'VV 0.0643
29 | '"VV-V'VV 0.5224 | "V-VV-V 0.0595
30 | "V-VV-VV 0.5150 | VVVV'V 0.0593
31| VV'V-VV 0.5085 | "V-VVVV 0.0537
32]|"V-VV-V 0.4433 | "V-VV-VV 0.0523
33| V'V-VVV 0.4358 | V'V-V 0.0503
34| "V-VVVV 0.4358 | "VV-VVV 0.0489
35]'VVVV 0.4321 | VVV'VVV 0.0445
36| VVV'VVV 0.3921 | V'V-VVV 0.0445
37| V'VV-VV 0.3893 | "VV-V-VV 0.0418
38|"'VV-VV 0.3660 | V'VV-V 0.0415
39| V'V-VVV 0.3343 | VV'V-VV 0.0377
40 | "V-VVV 0.3287 | V'VVVV 0.0375
41 | "VV-V-V 0.2999 | V'V-VVV 0.0367
42 | VVVV'VV 0.2961 | "V-VV VV 0.0340
43 | VV'V-V 0.2738 | V'VV-VV 0.0339
44 | "V-V-VVV 0.2561 | "V-VV V 0.0315
45| V'VV-V 0.2514 | VV'V-VVVVV 0.0294
46 | "VVV-VV 0.2393 | VV'VV 0.0287
47 | V'V-VV 0.2365 | "VV-V-V 0.0287
48 | "V-VVVV 0.2198 | 'VVVV 0.0279
49 | V'VV 0.2133 | "VVVVV 0.0271
50 | V'V-V-VV 0.2030 | "VV-VV 0.0260
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Table a3l. All 38 stress-patterns in surnames.

Not Frequency Weighted Frequency Weighted
Rank | stress-pattern coverage stress-pattern coverage

1]"V-V 26.5092 | 'VV 26.1101

2|"VV-V 19.3585 | "V-V 25.7842

3]1'VV 15.3912 | "VVV 23.1463

41 V'V 9.1182 | 'V 7.6995

5]1"VV 6.5682 | V'V 6.4492

6|V 6.2730 | "VV-V 4.7532

71"'"VVV 5.3738 | "VV 1.6964

8]"V-VV 2.8748 | V'VV 1.1384

9] V'VVv 2.7889 | "VVVV 1.0610
10 | V'VVV 1.7125 | V'VVV 0.6368
11| 'VVV 1.4038 | V'VVV 0.3241
12| VV'V 0.9609 | "V-VV 0.3214
13| "VV-VV 0.5100 | VV'V 0.3130
14 | "VVVV 0.2818 | 'VVV 0.2523
15| V'VVV 0.2013 | "VV-VV 0.0761
16 | VV'VV 0.1530 | V'VVVV 0.0717
17 | 'VVVV 0.0939 | VV'VVV 0.0644
18 | V'VV-V 0.0617 | VV'VV 0.0321
19| V'VV 0.0537 | 'VVVV 0.0111
20 | V'VVVV 0.0483 | VV'VVV 0.0093
21 | VV'VVV 0.0456 | V'VV-V 0.0093
22| VVV'V 0.0349 | V'VV 0.0090
23] VV'VVV 0.0322 | *V-VVV 0.0059
24 | V'V-V 0.0215 | VVV'VV 0.0052
25| 'VVVVV 0.0188 | V'V-V 0.0046
26 | VVV'VV 0.0161 | VVV'V 0.0035
27 |"V-VV 0.0134 | V'VV-VV 0.0023
28 | "V-VVV 0.0134 | 'VVVVV 0.0015
29 | VVVVV 0.0107 | VV'VV-V 0.0013
30| "VVV-V 0.0107 | "VVV-V 0.0013
31| VVVV'V 0.0081 | V'VVVV 0.0010
32| V'VV-VV 0.0081 | "VVV-VV 0.0010
33| VV'VV 0.0054 | VV'VV 0.0009
34|"VVV-VV 0.0054 | VVVV'V 0.0007
35]"V-V-V 0.0054 | "V-VV 0.0007
36 | VV'VV-V 0.0027 | "V-V-V 0.0005
37| V'V-VV 0.0027 | V'V-VV 0.0002
38]|"V-V-VV 0.0027 | "V-V-VV 0.0002
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Table a32. All 33 stress-patterns in first names.

Not Frequency Weighted Frequency Weighted
Rank | stress-pattern coverage stress-pattern coverage

1]'VV 224211 | 'VV 28.4889

2| V'VV 17.3274 | "VV 26.2662

3]"'VV 12.4680 | 'V 20.1355

4| V'VVv 11.1679 | V'VV 9.8937

5]|"VV-VV 47741 | V'V 3.6329

61'V 4.7315 | 'VVV 2.5740

71VV 4.1773 | "V-VV 1.5079

8§1|"V-V'V 3.6445 | VV'VV 1.3204

9]'VVVv 3.5379 | "VVV 1.2995
10 | "VV-V 34314 | "VV-V 1.1785
11| VV'V 2.8772 | V'VV 0.9716
12 | "V-V 1.6624 | "VV-VV 0.8711
13| VV'VV 1.4706 | V'VVV 0.5867
14 | "V-VV 1.1935 | VV'V 0.4463
15| V'VVV 0.8951 | V'VVV 0.3413
16 | "VV-VV 0.8099 | "VV-V 0.1612
17 | "VVV 0.7886 | V'V-VV 0.1129
i3 | 'VV-VVV 0.6181 | "VV-VVV 0.0428
19 | V'V-VV 0.4049 | VV'VV 0.0410
20 | VV'VV 0.3836 | "V-V 0.0398
21| V'VVV 0.3410 | "VV-VV 0.0332
22 | "V-VVV 0.3197 | VVV'V 0.0163
23| VV'VVV 0.1066 | "V-VV 0.0152
24 | VVV'V 0.0853 | 'VVVV 0.0053
25| 'VVVV 0.0853 | VVV'VV 0.0052
26 | V'VV-VVV 0.0426 | VV'VVV 0.0049
27 | "VV-VVVV 0.0426 | "V-VVV 0.0044
28 | "VV-V 0.0426 | "V-VV V 0.0011
29 | "V-VVV 0.0426 | "V-VVV 0.0008
30| "V-VVV 0.0426 | "VV-VV VV 0.0006
31| VVV'VV 0.0213 | V'VV-VVV 0.0004
32| V'VV-VV 0.0213 | V'VV-VV 0.0002
33| "VV-VVVV 0.0213 | "VV-VVVV 0.0002
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Table a33. The 50 most common stress-patterns in street names.

Not Frequency Weighted Frequency Weighted
Rank | stress-pattern coverage stress-pattern coverage

1]"V-V-VV 18.0329 | "VV-VV 22.4179

2|"VV-VV 17.5182 | "V-VV 18.4023

3]"V-VV 8.8929 | "V-V-VV 14.7836

41|"VV-V-VV 8.6610 | VV'V-VV 6.1627

5]"V-VV-VV 7.5602 | "V-VV-VV 5.9465

6|"VVV-VV 4.8796 | "VV-V-VV 5.3518

71| VV'V-VV 4.7598 | V'V-VV 5.0410

8] V'V-VV 3.0934 | "VVV-VV 4.6098

9] VV'VV-VV 1.5263 | V'VV-VV 1.8134
10 | "VV-V 1.4906 | VV'VV-VV 1.0914
11 | V'VV-VV 1.3072 | VVV'V-VV 1.0389
12| 'VV'V 1.1874 | "V-VVV-VV 0.9318
13]"V-V 1.1721 | VV'V-V-VV 0.7203
14 | "VV-VV-VV 1.0957 | "VV-VV-VV 0.6666
15| VV'V-V-VV 0.9504 | "VV-V 0.6333
16 | "V-VVV-VV 0.9046 | "V-V 0.5482
17 | "VV'V 0.8714 | 'VV'V 0.5276
18 | VVV'V-VV 0.8332 | VV'VV 0.5121
19 1 "V-V-V 0.7823 1 V'VVV-VV 0.4654
20| VV'V'V 0.5708 | "VV'V 0.3666
21| VV'V 0.5657 | "V-V-V 0.3351
22|"V-V'V 0.5198 | VV'VVV-VV 0.3144
23| "V-VV-V 0.4638 | V'V'V 0.2474
24 | VV'VV'V 04383 | VV'VV'V 0.2404
25| V'VVV-VV 0.4383 | V'VV'V 0.1971
26 | VV'VV'V 0.4281 | VV'V'V 0.1954
27| VVV'V 0.3465 | "V-VV-V 0.1798
28|'V'V 0.3313 | VV'VV''V 0.1795
29 | "VVV-V 0.3083 | "V-'V'V 0.1688
30 | VV'VV-V-VV 0.2981 | VVVV'V-VV 0.1616
31| V'VV'V 0.2981 | VV'VV-V-VV 0.1547
32| VV'VVV-VV 0.2777 | "VVV-V 0.1499
33| V'V-V 0.2574 | 'V'V 0.1388
34| VV'V-V 0.2472 | V'V-V 0.1360
35| VV'V-V'V 0.2421 | VV'VV'VV 0.1325
36 |"'VVV'V 0.2319 | VV'V-V'V 0.1173
37]|"'VV-V'V 0.2089 | VV'VV 0.1171
38| "VV-V-V 0.2064 | VV'V-V 0.1171
39| VVVV'V-VV 0.2013 | "VV'VV 0.1054
40 | VV'VV 0.1988 | "VV VV'VV 0.1004
41 | VV'V-VV-VV 0.1886 | "VVV'V 0.0967
421"V-VV'V 0.1886 | VVVV'V 0.0956
43 | "VVV-V-VV 0.1631 | VV'V"VV 0.0949
4|1 VV'V 0.1580 | VV'V 0.0939
45| 'VV'VV 0.1554 | VV'V-VV-VV 0.0938
46 | VVV'V 'V 0.1478 | VV'V-V"VV 0.0909
47 | VV'VVV 'V 0.1376 | VV'VV"'VV 0.0895
48 | "V-V-V-VV 0.1350 | VVV'VV'V 0.0873
49 | "VV'VV 0.1325 | "VV-V-V 0.0858
50 | VV'VV'VV 0.1300 | V'V-V-VV 0.0848
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Not Frequency Weighted Frequency Weighted
Rank | stress-pattern coverage stress-pattern coverage

1]"V-VV 18.4818 | "VV 20.3285

2|"VVV 14.0429 | 'VV 14.8404

3|]'VV 10.6271 | VV'V 14.2475

4|"VV 10.0330 | "V-VV 14.0610

5]"VV-V 9.7030 | "VVV 10.4611

6|"V-V 8.4983 | "VV-VV 3.8197

7]|"VV-VV 8.1848 | "VV-V 3.3456

8] VVv'v 6.4026 | 'VVV 2.8019

91"V-V-VV 1.3861 | "V-V 2.5640
10 | VVV'V 1.2706 | VVV'V 22172
11| V'V 1.1881 | 'V 2.1834
12 | "V-V-V 09736 | V'V 1.8774
13 | 'VVVV 0.9571 | VV'VV 1.8388
14 | 'VVV 0.9406 | V'VV 1.5891
15| VV'VV 0.9241 | VV'VVV 0.8600
16 | "VVV-'V 0.7096 | V'VVV 0.6290
17 1'V 0.6931 | VV'VV 0.6030
18 | "VV-VVV 0.5281 | V'VV 0.4918
19 | "V-VVV 0.4950 | 'VVVV 0.2572
20 | "VVV-VV 0.3960 | "V-VVV 0.1511
21 |"'VVVV 0.3795 | "VV-VVV 0.1468
22| "V-VV-V 0.3795 | "V-V-VV 0.1312
23| V'VV 0.3465 | "VVV-V 0.0898
24 | 'VVVVV 0.2475 | VV'V-V 0.0636
25| "VV-V-V 0.2475 | "V-V-V 0.0617
26 | '"VV-V-VV 0.2310 | "V-VV-VV 0.0579
27| VV'VV 0.1485 | VVVV'V 0.0331
28 | 'V-VV-VV 0.1485 | V'V-V 0.0291
29 | VVVV'V 0.1155 | V'VVV 0.0286
30 | VVV'VV 0.1155 | "VVVV 0.0270
31| VVV 0.1155 | "VV-V-V 0.0264
32| VV'VVV 0.0990 | VV'VVV 0.0179
33| VVVV 0.0990 | "V-VVV 0.0174
34| V'V-VV 0.0990 | "VVV-VV 0.0153
35]"V-V-VVV 0.0990 | "V-VV-V 0.0146
36| 'VV-VV-V 0.0825 | V'V-VV 0.0116
37| V'VVV 0.0660 | "V-V-VVV 0.0113
38| VV'V-V 0.0495 | "V-VV 0.0104
39 ] 'VVVVVV 0.0495 | VVV'VV 0.0086
40 | "VV-V-VVV 0.0495 | "V-VV-VVV 0.0086
41 | VVV'VV 0.0330 | "VV-V-VV 0.0052
42| VV'V-VV 0.0330 | 'VVVVV 0.0043
43| V'VV-V 0.0330 | VVV'VV 0.0026
44 | "VVV-VVV 0.0330 | "VV-VV-V 0.0023
45 | "V-VV-VVV 0.0330 | VVV'VVV 0.0011
46 | "V-V-V-VV 0.0330 | "VV-V-VVV 0.0011
47 | "V-VVV 0.0330 | VV'V-VV 0.0009
48 | VVV'VVV 0.0165 | V'VVVVV 0.0008
49 | VVV'V-VV 0.0165 | 'VVVVVV 0.0006
50 | VV'VVV 0.0165 | "VV_"V-VV 0.0005
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Table a35. Stress-patterns in place names, rank 50-57

Not Frequency Weighted Frequency Weighted
Rank | stress-patterns coverage stress-pattern coverage
51| V'VVVVV 0.0165 | "VVV-'VVV 0.0004
52 | V'VVVV 0.0165 | "V-V-V-'VV 0.0004
53 | V'V-'V 0.0165 | VVV'V-'VV 0.0003
54 |"VV_"VV 0.0165 | V'VVVV 0.0003
55| "VV_"V-'VV 0.0165 | V'VV-'V 0.0003
56 | "VVVVV 0.0165 | "VVVVV 0.0002
57 ]"V-V'V 0.0165 | "VV_'VV 0.0001
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Table a36. The 50 most common trigraphs for some Nordic surnames.

Swedish Norwegian Danish
Trigraph | Log. Prob. | Trigraph | Log. Prob. | Trigraph | Log. Prob.

1 ber -4.80 sta -4.67598 sendt -5.15777
2 son# -5.10 sen# -4.86496 ste -5.43499
3 ste -5.11 tad# -4.8692 aar -5.51401
4 str -5.20 lan -4.91698 ing -5.58233
5 erg# -5.26 and# -4.98367 gaa -5.62028
6 and -5.27 ber -5.13762 ing# -5.63681
7 nde -5.29 nes# -5.17723 and -5.65215
8 ran -5.34 vik# -5.20652 ter -5.8605
9 ing# -5.34 rud# -5.3297 ent -5.87718
10 lin -5.35 dal# -5.36389 str -5.91883
11 man# -5.56 ste -5.39033 for -5.92801
12 SSO -5.58 est -5.48778 sko -5.95404
13 mar -5.60 erg# -5.53618 nin -5.95878
14 ell# -5.64 hau -5.67801 nde -5.98232
15 sta -5.65 vol -5.68518 lle -5.98977
16 tro -5.71 set -5.73181 ers -5.99364
17 der# -5.74 and -5.77546 ens -5.99442
18 ers -5.74 hol -5.78867 lin -6.00458
19 bor -5.76 gen# -5.82662 ard# -6.01273
20 nne -5.81 lle -5.83216 gar -6.04737
21 rom# -5.81 eth# -5.87182 der -6.07619
22 for -5.82 nge -5.88053 els -6.09952
23 lan -5.84 jel -5.9283 hol -6.12253
24 ius# -5.85 str -5.93752 nse -6.13617
25 rin -5.88 ran -5.96252 man -6.1671
26 ern -5.88 eru -5.97526 ard -6.21698
27 est -5.89 ang -6.01115 ens# -6.22576
28 ark# -5.90 ell -6.05878 ren -6.22641
29 and# -5.90 und -6.06227 ber -6.22739
30 ner -5.93 ing -6.06577 nge -6.24622
31 ing -5.93 hei -6.07636 est -6.29751
32 gre -5.93 ers -6.08347 kol -6.30032
33 ger -5.97 tve -6.12728 rin -6.31236
34 ist# -5.98 kke -6.14231 eri -6.31735
35 gér -5.98 aug# -6.14231 jer -6.32166
36 eli -5.98 nde -6.14992 lan -6.33032
37 rst -5.99 aar -6.16919 tra -6.3442
38 rne -5.99 jor -6.18883 ran -6.34567
39 1le -6.01 old# -6.21701 rde -6.37329
40 fel -6.03 age -6.21701 cen -6.37823
41 ors# -6.04 jer -6.2211 ind -6.38816
42 hol -6.05 ter -6.22933 nte -6.3924
43 all# -6.08 bak -6.2418 sch -6.39665
44 ell -6.10 ten# -6.24599 sta -6.40015
45 der -6.11 eim# -6.28018 len# -6.40717
46 ard# -6.12 nse -6.28454 ngs -6.42894
47 ter -6.12 lun -6.29331 den# -6.42974
43 erg -6.14 ver -6.30216 age -6.45242
49 ren# -6.15 nds 630216 ans 6459
0 bra -6.16 st 631559 tor 64623
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Table a37. The 50 most common trigraphs for some of the Germanic surnames.

English Dutch German
Trigraph | Log. Prob. Trigraph Log. Prob Trigraph Log. Prob
1 | ton -5.28807 sch -5.09563 sch -4.42756
2 | son# -5.39656 ers# -5.26640 #sch -5.29857
3 | mit -5.42798 man# -5.28725 man -5.32598
4 | smi -5.49525 ste -5.41478 che -5.37064
5 | son -5.49612 #sch -5.42181 ber -5.47080
6 |ill -5.50316 ber -5.43423 ann# -5.52723
7 | ith# -5.59407 ing# -5.54357 ler# -5.62775
8 |ell -5.60818 man -5.55492 ger# -5.66257
9 |1 -5.65841 eij -5.58353 ste -5.74557
10 | ing -5.68769 ver -5.69528 ner# -5.76060
11 | har -5.70914 enb -5.69528 enb -5.90459
12 | one -5.80163 ink# -5.71637 sch# -6.01456
13 | nes# -5.88078 sen# -5.73791 ing -6.02727
14 | bro -5.88724 ter -5.81500 nge -6.03123
15 | wil -5.89569 ens# -5.87236 ing# -6.05304
16 | ton# -5.90686 rin -5.90805 cke -6.05453
17 | jon -5.93431 sse -5.91092 lle -6.11082
18 | ard -5.94661 ing -5.91959 hei -6.18673
19 | arr -5.99736 lin -5.97732 cha -6.19122
20 | war -5.99881 der -6.03532 tte -6.23601
21 | ley -5.99953 eri -6.06731 tsc -6.23650
22 | row -6.07241 hui -6.10734 ter -6.24106
23 | art -6.07475 ema -6.13095 ter# -6.24630
24 | for -6.08417 ans# -6.15759 lin -6.26335
25 | ste -6.10328 uij -6.16128 rei -6.30930
26 | ley# -6.11541 ers -6.18118 ein -6.31667
27 | lan -6.14682 ker -6.18495 hau -6.32764
28 | kin -6.15019 erm -6.19509 ell -6.34833
29 | and -6.16889 #ver -6.19509 eck -6.35544
30 | rri -6.18971 ije -6.20020 sse -6.36945
31 |all -6.22268 che -6.21050 rge -6.38197
32 | ter -6.23727 str -6.22614 ach -6.38536
33 | ell# -6.24373 vel -6.23671 ers -6.38725
34 | lin -6.27378 nde -6.23937 ier# -6.40671
35 | woo -6.29109 aar -6.25683 erg -6.42166
36 | bar -6.32965 rma -6.26773 end -6.42224
37 | lle -6.33066 end -6.28292 mei -6.44340
38 | wel -6.33673 lle -6.29551 ert# -6.45668
39 | avi -6.34386 oor -6.29975 ich -6.45770
40 | ber -6.35207 roe -6.34016 chi -6.46258
41 | sto -6.36661 ken -6.35052 enh -6.47323
42 | dav -6.37291 erg# -6.36099 lei -6.47653
43 | ham -6.37502 eve -6.38689 fer# -6.48129
44 | mor -6.38882 ger -6.38998 sta -6.48691
45 | nso -6.39097 nge -6.41031 ens -6.49509
46 | tho -6.41813 ten -6.41189 ten -6.50609
47 | ers -6.42033 ker# -6.41506 her# -6.50673
48 | ord -6.42254 eli -6.42463 str -6.50694
49 |cla -6.43478 ter# -6.44896 eis -6.51937
30 | ree -6.44153 sin -6.48235 ich# -6.52132
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Table a38. The 50 most common trigraphs for some of the Romanic surnames.

Portuguese Spanish Italian French

Trigra. L. Prob. Trigra. L. Prob Trigra. L. Prob Trigra. | L. Prob
1 | eir -4.12085 arr -5.14865 | ell -4.33615 aux# -4.61402
2 | inh -4.32268 ill -5.15120 | ini# -4.61557 ill -4.94966
3 | iro# -4.86285 lla -5.36749 | 1i# -4.93394 cha -5.12822
4 | nho# -5.08792 ell -5.61191 ttid -4.98509 eau -5.19998
S | arr -5.17172 bar -5.63551 ett -4.99731 aul -5.21613
6 | car -5.17698 all -5.68228 chi -5.2647 ard# -5.26887
7 | nha# -5.19114 ero# -5.73134 oni# -5.34985 ult# -5.32334
8 | ira# -5.21095 car -5.74284 ian -5.43298 our -5.35484
9 | #car -5.33466 mar -5.80483 | ani# -5.49656 aud# -5.45670
10 | rin -5.38530 la# -5.82471 ott -5.50715 bou -5.55579
11 | alh -5.63199 ber -5.85399 | car -5.51951 #cha -5.62087
12 | ran -5.70972 vil -5.86047 | ino# -5.56706 ier# -5.63178
13 | cha -5.73397 rra -5.87225 acc -5.56880 che -5.63562
14 | rei -5.76829 err -5.90298 | gli -5.62248 lle -5.65563
15 | rra -5.77147 ara -5.92910 | llo# -5.64010 let# -5.70454
16 | mar -5.77466 rre -5.94595 cch -5.64855 net# -5.82136
17 | has# -5.80713 lle -5.96165 azz -5.70882 rou -5.84347
18 | ari -5.81708 gue -5.97178 | oli# -5.72193 #bou -5.86332
19 | ino# -5.83389 era# -5.99829 | rin -5.72907 mar -5.91145
20 | ara -5.88965 #bar -6.02399 ant -5.73009 lla -5.91654
21 | qui -5.90046 san -6.03322 mar -5.75917 ant# -5.92901
22 | lin -5.91506 gar -6.04880 | one# -5.78154 onn -5.98751
23 | and -5.94491 mon -6.05194 | ari -5.78370 eau# -6.00090
24 | can -5.94871 eir -6.0551 ano# -5.79129 oux# -6.00967
25 | nha -5.96018 ant -6.06143 att -5.84493 ell -6.02174
26 | uei -5.97179 que -6.07102 lla# -5.85185 lan -6.03232
27 | ilh -5.97960 lan -6.07585 | lin -5.86231 cou -6.03396
28 | uin -6.03607 #car -6.07585 | tto# -5.88714 del -6.05550
29 | din -6.03607 lar -6.08394 | ran -5.88954 lar -6.07752
30 | ant -6.03607 ano# -6.10697 | ard -5.90041 oul -6.08181
31 | ach -6.04440 and -6.11869 ucc -5.97470 art# -6.08525
32 | ano# -6.04859 bal -6.15294 | #mar -5.99051 nau -6.09566
33 | ina# -6.05280 ala -6.15294 zzi# -5.99985 1lo -6.10354
34 | cal -6.05280 ran -6.15468 | all -6.00793 que -6.10530
35 | #mar -6.06128 #vil -6.15818 | ara -6.04510 ret# -6.12935
36 | tin -6.06983 uer -6.15993 | and -6.06207 Sse -6.14388
37 | man -6.08714 #mar -6.15993 | eri# -6.07210 uil -6.14480
38 | chi -6.16428 ont -6.17229 are -6.07355 rau -6.15031
39 | Tho# -6.18333 cas -6.19747 rel -6.09101 ran -6.15123
40 | cho# -6.19299 orr -6.20846 ass -6.10135 nne -6.17737
41 | #can -6.20274 llo# -6.23647 | tin -6.11179 ber -6.17737
42 | ito# -6.23766 val -6.24790 cci -6.13300 lle# -6.17832
43 | ass -6.23766 ard -6.25174 | chi# -6.14688 ass -6.18022
44 | anh -6.24275 aba -6.25174 | bar -6.14843 iau -6.19359
45 | #cal -6.25301 ald -6.28101 nel -6.16886 all -6.21497
46 | lha -6.25817 ari -6.29497 gia -6.16886 uss -6.21792
47 | anc -6.26337 #mon -6.29698 | ier -6.17204 bar -6.23983
48 | ala -6.26859 era -6.30912 | ato# -6.17204 des -6.24084
49 | ian -6.28442 rri -6.32555 | #car -6.17363 ign -6.25199
50 | hei -6.30051 per -6.33805 | occ -6.17523 uch -6.25608
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Table a39. The 50 most common trigraphs for surnames of other origins.

Arabic Greek Slavic Finnish

Trigra. | L. Prob. Trigra. L. Prob Trigra. L. Prob Trigra. L. Prob
1 | abd -3.31876 dis# -3.44714 ski# -3.15214 nen# -3.52893
2 | #abd -3.33155 idi -3.62687 wsk -4.09018 ine -4.28015
3 | bde -4.06982 oul -4.25576 nsk -4.38793 one -5.02350
4 | lah# -4.16667 kis# -4.46756 OWS -4.54905 ain -5.13217
5 | ssa -4.20115 aki -4.47787 nik# -4.63251 ski# -5.19362
6 | lla -4.32719 los# -4.48306 cki# -4.79208 ala# -5.27425
7 | deh# -4.47721 ara -4.49881 sch -5.03628 ola# -5.32917
8 | ous -4.51851 ulo -4.53107 ska# -5.13595 ane -5.41033
9 | del -4.51851 pou -4.59889 rsk -5.20380 aar -5.44594
10 | mou -4.58064 | kar -4.64069 ovai# -5.21067 kan -5.45200
11 | moh -4.58064 opo -4.66538 kow -5.23953 ala -5.45200
12 | #moh -4.60006 | #kar -4.67165 Isk -5.28957 ikk -5.46424
13 | lim# -4.61322 tsi -4.89637 wic -5.30271 mak -5.54428
14 | oha -4.61986 lis# -4.95307 ews -5.30935 maa# -5.54428
15 | ade -4.62655 ogl -4.96987 ins -5.3344 sal -5.57131
16 | #mou -4.64689 glu# -5.03103 dzi -5.46223 nie -5.61685
17 | uss -4.92097 lid -5.14544 kov# -5.46779 iem -5.65707
18 | all -4.94837 ari -5.15559 sko -5.48579 aki# -5.66081
19 | zad -4.96706 apa -5.19726 icz# -5.62176 kal -5.66456
20 | bdu -4.96706 tis# -5.20796 ick -5.6309 rvi# -5.70288
21 | ham -5.00552 | pap -5.21877 owi -5.65078 emi# -5.73061
22 | san# -5.03538 rid -5.22970 iew -5.76857 ant -5.73867
23 | ass -5.05579 | #pap -5.22970 enk -5.77309 ila# -5.78848
24 | dul -5.09790 ali -5.32172 vic# -5.81322 akk -5.81434
25 | bdo -5.11964 nid -5.35853 osk -5.81322 mak -5.82753
26 | dad# -5.14186 ani -5.40982 ewi -5.85339 saa -5.88677
27 | had# -5.18785 adi -5.42307 nko# -5.85503 kka -5.89620
28 | sei -5.19968 oti -5.45010 ans -5.88503 ran -5.90573
29 | leh# -5.32643 ant -5.47788 eck -5.94428 aki# -5.93486
30 | ull -5.34004 | kou -5.55090 che -5.96057 kar -5.93979
31 | dal -5.35383 eli -5.58167 ovi -5.98458 osk -5.95476
32 | egh# -5.36782 uli -5.64621 ers -6.00536 lai -5.96995
33 | sse -5.42580 | iad -5.64621 nic# -6.02074 #ala -6.01162
34 | ali -5.48736 cha -5.64621 ano -6.05625 kka# -6.01695
35 | ein# -5.50336 iot -5.66302 nov -6.05826 alo# -6.01695
36 | san -5.51962 | #tsi -5.68011 kov -6.07040 aht -6.04405
37 | ani# -5.53615 tsa -5.69751 now -6.08064 Arv -6.10057
38 | sai -5.66021 sta -5.71521 wit -6.10564 ist -6.10057
39 | amm -5.73868 rak -5.71521 itz# -6.10564 ula# -6.10640
40 | agh -5.73868 tso -5.77026 czy -6.11838 jér -6.11226
41 | rah -5.75930 | kal -5.78931 sze -6.12266 kon -6.11816
42 | oss -5.75930 ako -5.80873 chi -6.12266 kos -6.12410
43 | ain# -5.78035 ana -5.82853 ric# -6.12696 tal -6.16046
44 | sha -5.80186 sid -5.84874 lic# -6.13562 kor -6.18547
45 | has -5.80186 ian -5.84874 ens -6.13998 ojat# -6.19821
46 | ghd -5.80186 ris# -5.86936 esk -6.15538 lah -6.24411
47 | ess -5.80186 ili -5.89041 ticH# -6.20074 ela# -6.24411
48 | dou -5.84631 kid -5.91192 cho -6.20772 kil -6.25085
49 | lha -5.86930 iti -5.91192 ani -6.20772 ang -6.26445
30 | sal -5.91692 | #kou -5.91192 oni -6.23616 tin -6.27825
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Table a40. Origin tagging of place names, with correct origin along the vertical axis
land the automatically generated origin tags on the horizontal axis.

Se | No | Dk [ De | NI | UK | Fr [t Es | Pt
Se |87 6 | 4
No | 6 |80 | 4 2 1 2
Dk | 5| 4 |8 | 2 |2 1
De 1 1 2 | 8|5 3 2 1
NI 2 5 [8 | 2 2
UK 1 1 1 1 88 3 1
Fr 4 3 82 | 4 3 2
It 1 2 | 8 5 4
Es 3 8 77 | 10
Pt 1 2 9 7 79

Table a41. Overlap[%] in the use of trigraphs in place names in different languages.

Se | No|Dk [De [Nl |UK |Fr | It | Es | Pt
Se * 1 34 | 31123 (26] 27 [22]26]| 19| 19
No 34| * | 45|30 (28| 32 [ 25|30 |22 |21
Dk |31 | 45| * | 33 (30| 31 [25]29 |21 |21
De |23 30|33 | * |28 | 40 |33 |33 (26|20
NI (26|28 |30 |28 [ * [ 35 |28 |36 |25 |26
UK |27 [ 32|31 | 40 | 35| * |43 |43 |33 |26
Fr |22 25|25 |33 (28|43 | * (44| 39 | 27
It 26 | 30 | 29 | 33 (36 | 43 |44 | * | 44 | 40
Es [ 19|22 |21 |26 25|33 (39 (44| * |35
Pt 19121 | 21|20 | 26| 26 |27 |40 | 35| =*

Table a42. Origin tagging of first names with correct origin along the vertical axis
land the automatically generated origin tags on the horizontal axis.

Se |No |Dk |De |NI |UK |Fr |1t Es | Pt
Se 31 | 12 6 7 6 13 7 9 3 5
No 4 81 2 2 2 3 2 2 1 1
Dk 9 8 32 (12| 7 15 4 7 2 4
De 5 3 7 50 | 7 10 3 5 2 4
NI 4 4 4 7 | 50 8 5 9 3 6
UK | 6 4 5 8 6 49 5 9 3 6
Fr 4 3 3 4 4 11 [ 50 | 10 | 5 6
It 4 2 2 3 3 5 3 160 | 7 10
Es 6 | 87 | 4
Pt 2 3 2 3 4 10 4 17 | 7 | 48

114



Joakim Gustafson: A Swedish Name Pronunciation System

Table a43. Origin tagging results for Surnames, with correct origin along the vertical
laxis and the automatically generated origin tags on the horizontal axis.

lex(k) | tri (k) Se | No | Dk |De [Nl | UK | Fr [It [Es | Pt | Ar [ S] | Fi
107 12 Se 70 | 11 5 6 4 1 1 1

19 6 No 10|73 | 6 3 3 1 1 2 1 1
190 16 Dk 10 110 [ 49 | 10| 6 3 3 2 2 2 1 1 2
458 15 De 4 2 4 [ 61| 11 2 2 2 2 1 3 5 2
60 9 NI 3 3 4 [ 15 | 57 3 5 1 2 1 3 1 2
52 14 UK 1 1 1 2 90 2

84 7 Fr 1 2 2 2 77 1 S 6 2 2

46 3 It 2 | 81 8 5 1 1
45 7 Es 1 6 8 |70 [ 10 | 1 1
16 6 Pt 1 1 151 4 |76 1 2
8 3 Ar 97

29 8 Sl 1 9% | 1
11 5 Fi 1 2 1 1 2 3 | 86

Table a44. Surnames that occur in 7-10 of the languages in Onomastica (Greek excluded).
Column 3 displays the number of languages that mapped the pronunciation of ‘J’ according to
the probable origin in column 4. “J’ is pronounced [j] in 5 of the language, which explains why
for example German names are not mapped that often. The last two column is the global scores
from the origin tagger, derived from the probabilities of the trigraphs in the names.

Name Number of | J mapped to | probable | highest score | mean variance of
languages foreign pron. | origin by tagger score scores
jan 7 1| de se nl es pt de -13,5 0,07
janes 7 0] - se es it no dk -11,2 0,08
julien 7 2| fr fr nl es de no -11,2 0,13
james 7 4 | uk uk fr es pt nl -11,6 0,13
jara 7 2 |es es pt fr dk no -12,1 0,15
jansen 8 0| dk dk nl no se de -10,6 0,17
jordan 9 1| uk se no dk es fr -10,7 0,27
jones 9 7 | uk uk se no dk es -11,3 0,29
just 8 0] - no es pt dk se -12,6 0,31
jorge 7 2 |es se no dk nl fr -11,3 0,34
janson 7 0| se se uk dk fr nl -10,7 0,34
joseph 7 0] - no nl uk se fr -12,0 0,50
jacob 10 1] - es fr uk it pt -12,1 0,52
jung 7 1| de se de dk no nl -12,7 0,53
jacobi 7 0] - uk es fr it pt -11,6 0,54
junge 7 0| de se de no dk nl -11,6 0,55
job 8 2 - se dk fr nl es -14,5 0,65
jourdan 7 4 | fr fr pt nl dk se -11,2 0,74
jensen 8 0| dk dk no nl se de -10,8 0,96
joyce 9 5 | uk uk fr dk es de -14,4 1,96
jaques 7 3| fr es fr pt nl uk -12,6 2,04
jackson 8 4 | uk uk se de dk nl -11,9 2,74
johnston 7 4 | uk se uk no de dk -11,2 2,82
johnson 9 4 | uk uk se no de dk -11,8 3,12
johns 7 3 [ uk uk se no de dk -13,2 4,52
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|Figure al9. The number of letters and phonemes in first names in the Onomastica
languages. The letter/sound ratio is 1.1-1.3 for all languages except French (1.6).
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\Figure a20. The number of letters and phonemes in surnames in the Onomastica
languages. The English average number of letters and phonemes are influenced by

the larger number of compounded names, e.g., Smith-Jones.
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