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Abstract
In this paper the Higgins spoken dialogue system is being examined.
Higgins was designed as a test bed for error handling, but serdes wel
to illustrate natural language processing techniques and issatesirel
to spoken dialogue systems. Higgins includes modules for semantic
interpretation of natural language utterances as well discourse
modelling including techniques for resolving ellipses and anaphora.
This paper describes the implementation of a new domain, a guessing
game for language learning, using the Higgins architecture.

1. Introduction

Spoken language is a natural and efficient way for humans to comnteuniicacreate a
conversational computer has been a challenging goal for a long time. Bamyques
associated with the field of natural language understanding areatigigileveloped for
written language. These techniques are also essential when prgcgssech. There are
however significant differences between spoken and written languageuldse for
written language have often been formalized while the syntacticspedch is still
unexplored. Spontaneous speech is characterized by disfluencies,ddtsepatuses and
fragments. To deal with the issues and specific featureshhatcterize speech, natural
language processing techniques need to be adapted. This paper will disausise
Higgins spoken dialogue system addresses some of these problems.

1.1 Components of spoken dialogue systems

Spoken dialogue systems have to deal with a number of challenges inclsjiegh
recognition, natural language understanding, dialogue management, responagogene
and speech output. Techniques for doing this will be discussed here briefly.

1.1.2 Speech Recognition

It is a well-known fact that automatic speech recognition (ABRfar from being as
accurate and reliable as human recognisers [2]. Speech remogmitiifficult because of
the complex nature of the speech signal. The same utterance fieasntliacoustic
realizations depending on linguistic, speaker and channel variability.gégeler, mood
and shape of the vocal tract are factors that result in spgaker variability. Speech
recognition in a spoken dialogue system has to challenge these abatatlerandle the
following factors: speaker independence, vocabulary size, continuous spedch a
spontaneous conversational speddfe size of the vocabulary varies between different
applications. An application with only a few words in the vocabutanstrains the user
while an application with a larger vocabulary is more flexible,ddsb more complex.



Apart from strings of words the output from speech recognizers ioitkrdes a measure
of confidence for the hypothesized recognitions.

1.1.3 Language understanding

Components for language understanding analyse output from the speech recuhizer
derive a meaning that can be processed by a dialogue manager. Languagandiigrst
involves both syntactic and semantic analysis. Syntactic analysésto determine the
structure of a sequence of words from the speech recogniser. Thatiseanalysis
attempts to derive a meaning from the constituents. Language undergtas
problematic for many reasons. Semantic and syntactic analyse isvia even for a
perfectly recognized string of words. The language understanding componénideas
with lexical and structural ambiguity. Moreover, speech is oftdnfdrimed”, i.e. it is
ungrammatically structured and contains hesitations, pauses and ftalgspeech. It is
therefore difficult to use traditional syntactic analysisthmods designed for written
language.

1.1.4 Dialogue Management

The task of the dialogue manager is to control the flow of the di@lobis includes
determining if the system has elicited adequate information fremuser, contextual
understanding, information retrieval and response generation. The dialagager tries
to find out what information the user asks for, optionally consulexgernal application,
such as a database, and finally reports the information back to thénusany cases the
system has to use error-handling strategies such as verificatidrdarifications in order
to retrieve sufficient information.

1.1.5 External communication

Generally spoken dialogue systems require some kind of communicatioanéxternal
source such as a database. This is necessary to retgewrdahmation that the user is
asking for. For example: the data collected from an external somree timetable
information system contains information such as departure times, prices andtibest

1.1.6 Response Generation

The response generation component composes a message that witl toetlserspeech
output component to be reported back to the user. The process includesgdetidh
information should be included, how the information should be structured and its
syntactic structure. The response generation component can use pneqalefined
templates or complex natural language generation. A good guideline to fsltovonly

let the response generation component use words that can be progebseebogniser,
since users tend to mimic its behaviour [6].

1.1.7 Speech output

The speech output component transforms the output from the responsatigener
component into spoken form. Some spoken dialogue systems use a tdiflipi@ate
mechanism with pre-recorded sound. In more complex natural languagmssysith
varying and unpredictable outplgixt to speech synthegiBTS) is an alternative. Text to
speech synthesis involves two tasks: text analysis and speechtgenéerext analysis



results in a linguistic representation, which the speech gemeratimponent uses to
synthesize speech into waveform. Speech generation also involves geneiratiosodic
description such as rhythm and intonation.

1.2 Purpose

Spoken dialogue systems are complex and it is often difficult t@ getmprehensive
overview of the various components and their processes. Neither isatslhow and at
what level the issues should be addressed. The purpose of this paper is to illusti@te natur
language processing techniques and issues related to spoken dialogues systhe
Higgins project. This will be done while building an application usirgluhes from the
Higgins spoken dialogue system [4]. The modules are designed to be gerksigpport
implementation in new domains. To study how this could be done we imp ke
modules in a language tutoring game domain which is different frorortbmal map
task domain in Higgins. The organization of this paper is as folloatidd 2 provides a
detailed description of the dialogue system modules developed withitHiggens
project. The implementation of the language tutoring game is desarniBeshd section 4
presents conclusions.

2. Higgins

The Higgins project started at CTT (Centre for Speech Technolo@003 [4]. The aim
of the project is to investigate error handling strategies abus levels in a spoken
dialogue system. The practical goal of the project is to builsysiem with fully
functional components in which error handling can be studied empiriddily.initial
Higgins domain is pedestrian navigation and guiding in a virtual city.usbe gives the
system a destination and the system guides the user to the dwstinyagiving verbal
instructions. One of the main contributions of Higgins is an architeathich provides
visualizations of data on all levels. Inter-process messagiktigigins is coded in XML
which support visualization. The semantics at utterance leveljisaeurse model, the
database and the generation content (before synthesized) asergpd as XML tree
structures. The trees can be used directly to search for mg&tnuctures in the domain
model.

2.1 Pickering

The Higgins system has a modified chart parser, Pickering [3], inepied in Oz [].
Pickering is designed to analyze continuous and incremental inputafrorababilistic
speech recognizer. Incremental and continuous processing has sdvardhges; It is
more efficient since much processing can be done while the usédill isalking.
Furthermore, speech is unpredictable and chunking the string of wordsteremaoes is
difficult since pauses and hesitations will likely be incotyeatterpreted as end of
utterance markers. Pickering use context free grammars (@k@huild deep semantic
tree structures. The CFG grammar consists of a rule-setaleeaitries and an optional
morphology all encoded in XML. All instances are capable of carrgergantics. The
CFG grammar rules can be relaxed to handle unexpected, ungrammetital
misrecognized input robustly. To support robust interpretation the ramelsecrelaxed to:
(1) allow insertions of words inside phrases, (2) allow non-agmeieraed (3) combine



fragmental input to find the solution with the best coverage. Bh&s small grammar
example:

<entry name="  det ">

<match num="si ng"info="  gi ven">den</match>
<sem><object/></sem>
</entry>
<entry name="  col our ">
<match genus=" ut r " type="blue">bla</match>
<sem><colour/></sem>
</entry>
<entry name=" shape">
<match num="si ng"genus=" utr"info=" gi ven">stjarnan</match>
<sem><object><colour/></object></sem>
</entry>
<rule>
<agreement attributes="num info genus"/>
<match>
<entry name="  det " link="1"/>
<entry name=" col our " link="2"/>
<entry name="  shape" link="3"/>
</match>
<sem>

<unify copy="info num">
<ref link="1"/>
<ref link="2"/>
<ref link="3"/>
</unify>
</sem>
<[rule>

Both rules and lexical entries contairsatch>, <sem> and a list of features. The
<match> part assigns features (in boldface) which specify the eritreas match. The
semantics is specified in tkgem> part. The grammar rules also contain instructions for
how to combine semantics from matching lexical entries and rules<dhify> tag
unifies the semantics in the order of tm& attribute. Thecopy attribute state which
attributes resulting from the agreement should be included as ertentc information

in the nodes of the semantic representation. Parsing resultoited $ist with the best
solution first. The best solution has larger word coverage, fewatiorseand less non-
agreement.

rnatch

[oBIECT]=Hare: STAR.
[cotour]riee: BLUE

rule
entry ins entry ins entry
den ehh bl ehh stjarnan

Figure 1. Pickering example with relaxed CFG rules which afainsertions.

Theinfo feature specifies which information mew and which isgiven depending on
definiteness and sentence structure. If the utterance had &tgEmdn ar bla”, another
rule is applied which specifies “bla” as new and “stjarnan” argi The semantic
representation of an utterance can be used to search for matchicty objgne domain
model.



2.2 Galatea

The semantic analysis in Pickering is strictly done on utterance level and iecatisn
is taken to the surrounding utterances. Galatea [5] is th@uwlse modeller in the
Higgins system also implemented in Oz. Galatea interpretyanttes in context,
including ellipses and anaphora. There are three main tasks in Galatea:

2.2.1 Resolving ellipses

Galatea keeps list of the communicative acts in chronologickdr.oiWhen resolving
ellipses the CA-list is used to transform the utterance uitgfopositions. Galatea use
domain dependedontext rulesto transform the communicative acts based on previous
acts in the CA-list. It is possible to represent utterances frora than one speaker in the
CA-list.

2.2.2 Resolving anaphora

Galatea has no access to the database and cannot map entitiesCA-list to real
objects. The CA-list however, assigns variable IDs to itdieatiAs mentioned earlier
the semantic structures created in Pickering are marked taitihs given or new In
Galatea an entity marked with new is added to the CA-list. Atyantirked as given is
used to search the entity list from top to bottom for a matchitity evhich the anaphora
potentially refers to. The entity that matches the anaphora enllitye moved to the top
of the CA-list and unified with the added entity. If no match is founraantity will be
added to the top of the list and assigned a new id.

2.2.3 Grounding status

The nodes in the semantic representation are assignedswatinding statugo mark
how well established the entities are in the dialogue model. Groustihgs includes
information about who added the concept, in which turn the concept waduicéd and
how confident the system is in the concept. Many concepts are mentioeedl senes
during the dialogue and grounding status over time can be tracked in Gathiesed for
various error handling techniques.

2.2.4 Utilizing confidence scores at concept level

Galatea is designed to address ASR problems at concept3@esch recognition is far
from perfect and errors in spoken dialogue system often ocche apeech recognition
level. A low ASR confidence score is an indication of a potemharecognition.
Clarifications and verifications can be used when the system useunwhat was said.
Normally confidence scores are calculated on utterance leglef aonfidence scores are
low, the whole utterance is verified. This is not a good idea wberes are unevenly
distributed over the utterance. In systems which allow for loagémrelatively free input
and utterances are only partly correctly recognized, confidencesscare be better
utilized at a concept level.



3. Implementation

When deciding on a domain for our implementation there were a numbssuasito
consider. We wanted to combine a spoken dialog system with a languagade
application, and we wanted to build the dialog system with the Higgitferptain order
to learn how to use it and to explore its potential. We neededdafidomain that was
small, and possible to semantically describe in a precise maviaging a complete
description of a larger domain is a huge task beyond the scoperaf paaper. We also
wanted to find a domain where it was possible to express lingplsticomena such as
ellipsis and anaphora, in order to investigate how these issuesregaiged within
Higgins. As for the language learning aspects of the applicatioasiimportant to have
a domain that was easy to transfer to another target languagéy, Finahs desirable to
make an application that could be a useful and entertaining exéocisee tentative
language learner.

3.1 Domain

The domain we finally decided on, has as we see it, several pespidi makes it well
suited for our purposes. It is a guessing-game, with two actorsir§hes fan embodied
conversational agent (ECA), also known as a talking head. The second iglaye
tentative human language student. The rules of the game are asfdlawecker board
is filled up by random objects, and the ECA selects one of theentaBk of the human is
to find out which object the agent has chosen by asking yes/no questions.wEhe fe
questions needed; the higher his score. There are four coloursgifeed, blue, and
yellow], and four shapes: [triangle, rectangle, circle, and starLhmtombines into 16
different types of shapes (red circle, green star etc.) Oerdbiest level, with a small
board (up to 4x4), colour and shape will uniquely identify an object. @erldroards,
such as the one displayed in the picture below, colour and shapetatirare not enough
to identify an object, since there are more than one object witlsaiime colour and
shape. Therefore information about the neighbouring objects is needed inocosoére
the game. The user must ask the agent questions such as: “Daes & blue star to its
right?” It is possible to express ellipsis and anaphora withimdneain. For example by
first asking “Is it red?” and then “Blue?” we are referrthg object that the agent has
chosen. If we however are asking “Is the object to its right rad@then “Is it blue?” we
are referring to an object to the right of the chosen objestelfask: “Does it have a
circle to its right?” and then “To its left?” we are switty objects, but still asking
whether it is a circle etc.
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Figure 2: An example outline of the game

The buttons to the far right in the picture are ‘help buttons’ fesex that is not familiar
with the vocabulary in the target language. If the user for exapyslees the button in
the lower right corner, the agent will say the word ‘star’ in Hrgdt language. (Iconic
pictures representing ‘over’, ‘under’, ‘to the left of’, and ‘te tiight of’ should be added
— as well as something for ‘is it?’).

The animated talking head to the left in the picture has been dededo@IT [1]. The
agents speech can be either synthetic (TTS) or natural, pre-reécsmelech. The head is
capable of producing lip-synchronised speech. The model can also convay extr
linguistic signs such as frowning, nodding, and eyebrow movements. In this
implementation we have chosen to use pre-recorded utteraribes tl@an synthetic
speech. For a language learner it is important to have a good role-rimvdel
pronunciation, hence the superior quality of the speech in pre-recor@éednaés is
preferable to synthetic speech.

3.2 Components
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Utterance to Talking Head Markings on game board

Figure 3: The components



3.3 Speech Recognition

The automatic speech recognizer (ASR) used in the applicatidinons Nuance
(http://www.nuance.com/). Some of the arguments for using Nuancéaré ts well
documented, and relatively easy to get up and running. In the Nuance riecogritess
there are:

* Acoustic models for phonetic recognition

» Dictionary files containing descriptions of the phonetic pronunciations for the
words

» Recognition grammars that defines the set of utterances that can be ratognize

The output from the ASR is a textual representation of the reamymords and a
confidence score on word level. This is wrapped in an XML-wrapper semdl to
Pickering

3.4 Pickering

Before writing CFG rules and semantics for Pickering the domaithefapplication
needs to be defined. Since the domain of the language tutoring gugasie is small
and rather limited this was reasonably easy. The first versiotheofapplication is
restricted to yes/no questions about the attributes of the objedisasgbape and colour,
and the attributes of the surrounding objects (as described in 3.1).Flheules were
written based on a few example utterances from the domain. An eahpiata collection
is needed to extend the rule set and lexicon for better coverage afeahasers actually
say. Still, the system domain is very limited and a small gramsnenough to cover the
possible utterances types.

14.1 Context freegrammar rules

The top rule in the language tutoring guessing game (see appendix 6d) is
communicative act<gca>) which can be of typguestionor ellipsis The role of ellipses
will be further discussed in relation to discourse modelling int&ald he rules include a
small morphology for noun and adjective declination (6.1) and linguistiaréssawhich
can be used for agreement in the unification. However, in usagteement rules should
probably be relaxed since misrecognitions are likely to occur whenatbestic
difference is small (“ett rott objekt” — “en rdd objekt”).

2.4.2 Semantics

The semantics in Pickering have the same form as the objects in the dathbdse. T
node is the communicative act of tygueestionwhich includes objects and their
attributes.

w:'E: QUESTION
CBIECT[FIMFC: GIVEM
COLOURCoOLOUR: BLUE ComMF: 1.0 IMFO: MEW

SHAPE oHFD 100 MRS MEW  SHAPE ! TRIAMGLE

Figure 4: The semantics for the utterance “Ar det en blartgal?



Figure 5: and Figure 6: represent Pickering results of questibasevthe user asks for
information about the objects surrounding the object selected by thensyidtere is a
significant syntactic difference between the questions which negllt in different
semantic representations. In Figure 5:5abe-REL attribute is assigned the valuerT-
oF and in Figure 6:6 theos-ReL attribute is assigned the valRHT-OF.

match
GUESTION
EIVEM
ME LEFT-0F
HEU
COLOUR, ELUE 1.0 ME
rule
rule
rule
rule
rule rule
entry | | entry entry entry entry entry | [ entry
ar det négot blatt ‘ till wvénster om den
Figure 5: Is it something blue to the left?
match
GUESTION
GIVEN
HEW RIGHT-OF
HEW
COLOUR BLLE 1.0 FHE
rule
rule
rule
rule
rule rule
entry | | enfry entry Eentry entry entry
ar den ‘ til vanster om ‘ nadgot ‘ blatt
Figure 6: Is it left of something blue?
3.5 Galatea

The Galatea rules implemented for this version of the languagentuguessing game
are relatively simple. The objects in the guessing game anmeedeliy two attributes,
colour and shape. The user can ask yes/no questions about the value attthmges
and value of the attributes of the four surrounding objects. Accordirgyiger can at
most refer to five objects (depending on where on the board the obmacexd). The
rules of the game imply that there is one object which will b@aag during the whole
dialogue. This object will therefore always be assigned info statasin Pickering. The



fact that there is an object which has been selected by thensigstie only thing the
user knows when the game starts. The colour, shape, and position ofrthending
objects as well as the attributes of these objects are unkmothe user. The attributes
and the surrounding objects will therefore be assigned info statusvhen introduced
by the user. Moreover, these objects and attributes will natdbeded in the entity list
until the have been confirmed by the system. The transformation irul€alatea
transform a “yes” from the system into an assertion which cosfima attribute and the
attribute is included in the entity list:

15 ja
[eal-eaent: svstEm camp: 1 sTRiNG: 1A TYRE: AssERTION
MTITYID: $ID1 IMNFO! GIVEM
COLOUR[—COLOUR: RED IMFO! MEW

(GROUNDING AGEMT: USER  Ca1n: O

conF: 1.0

O.u  ar den rod
AGENT: USER  CAID: 0 STRIMG: AR DEM ROD TYPE! QUESTION

OBIECT[EMTITYIC: $ID1 IMFC GIVEM
COLOUR[COLOUR ! RED IMFO ) MEW

(GROUNDING AGENT! USER CAID: O

ComF: 1.0
Figure 7: Example of transformation rules

The Galatea rules implemented in the present version of the system inctuddasta

given and new entities as well as grounding status. Imagine the following scenario: The
user asks if the object is a square. The object selected by the system i€ asqube
system reply is yes. In the next question about the colour of the object the usdbrefers
the object as “fyrkanten” (the square). The shape of the object will now be assigned the
statusgiven The shape of the object is now grounded twice by the user. The semantic
representation in Galatea will look like this:

2. r fyrkanten bl $id1 object
[eal-scenT: User camD: 2 STRING! ER FYRKANTEN BLA [eBiECT]HE: $101
THPE: QUESTION [BrEREl=Here: soUere
[emECTl-enmTvin: $101 RO E1vEN T LR

(COLOLIR|

OLOUR D BLUE  IMFO MEW calD; 2

[ERouNEING el s s User corF; 1.0
cAlD; 2 AGEMT | USER
<onF: 1.0 can 0
conF: 1.0

MFC GIVEM  SHEPE SQUARE

AGENT ; USER
caID: 2
corF: 1.0
1 ja
[Eal-acenT: svsTEM camp: 1 sTRING! 38
TYPE! ASSERTION

[OBIECT]-ErTITvID: 101 INFO ! EIVEN
SHAPE|IMFO ! MNEWS  SHAPE D SQUARE
[GROUMDING AGENT | USER,

cam: 0
conr: 1.0

o.u  &r det en fyrkant
AGEMT! USER CAIDD 0 STRIMG! AR DET EM FYRKAMT
THRE! GUESTION

OBIECTlenTITvID: 101 IMFO! GIVEN
SHAPE[-IMFC: MEWS SHAPE! SQUARE
[GROUNDING AGEMT ! LISER

cam: 0
conFs 1.0

Figure 8: A discourse modelling example from Galatea



The domain is complex enough to allow for anaphora and ellipses. For example:

User: | Ar objektet blatt?
Is the object blue?

System | Nej
No
User | Rétt?
Red?

Figure 9: Ellipse dialogue example

The ellipse in Figure 9: will be resolved into a full question using the contestirule
Galatea and the CA-list.

Context: [cal-rcEnT: USER CalD: O STRING: &R OBJEKTET BLATT TVYRE: QUESTION
Is the object blue? MTITYID: $I01 INFO. GIVEM
COLOURCOLOUR: BLUE  INFO T MEW
Ellipses: AGEMT ! USER TYPE! ELLIPSES
Red? [coLouRl——ccLour: RED RO MEW
Transformation: [eAlacEnT: USER caID: 2 STRING: RETT TYPE: QUESTION
Is the object red? EECTlenTITrD: $101 1MFO: GIvEN

COLOUR—COLOUR: RED CoMFD 1O IMFC: MHEW

Figure 10: Transformation example

3.6 Database

An XML representation of the game board is created between eacth of the game, as
a new set of objects is laid out. This is used as a databasgti@sof the world, that
may be queried whenever questions are asked by the user. For everyhebjeltowing
attributes are stored. A unique ID, X and Y position on the checked,iba colour and
shape of the object, and the ID number of the object’s neighbours&dtitie the right,
above, and below.

<object id ="4">
<x>1</ x>
<y>2</y>
<shape >star </ shape >
<colour >yellow </ colour >

<position  rel ="left-of ">

<object xsi-type  ="wref " id ="0"/>
</ position >
<position  rel ="right-of ">

<object xsi-type  ="wref " id ="6"/>
</ position >
<position rel ="over ">

<object xsi:type  ="wref " id ="1"/>
</ position >
<position  rel ="under ">

<object xsi-type  ="wref " id ="9"/>
</ position >

</ object >

Figure 11:One object in the domain model database

In order to ask a question such as “Does it have a red circle tight?” the database
unifies the link<object xsi-type ="wref " id ="6"> with the body of the object with



ID=6 and looks if it has the properties ‘red’ and ‘circle’.eT¢earch in the database will
from such a query return a list of ID numbers of all objdws has red circles to its right.
This list is passed over to the action manager.

3.7 Action manager

What is commonly known as a dialog manager (sect 1.1.4) is in our syftaned to as
the action manager, due to the lack of proper dialogue. The Higgins sistsmot have
an integrated 'Dialog/Action Manager'. In fact, part of the plufsy behind the design
of Higgins has been to separate the module(s) responsible for wibasdo take, from
the modules responsible for interpreting the user input. The partidaiaain of this
game, in combination with the design of the rest of the system, nia&geb of the
action manager in this version of the application simple. As seen detiogiption above,
a question like “Is it blue?” is transformed into a databaseyguat returns a list of the
IDs of all objects that are blue. The action manager stordb tbiethe chosen object and
compares it with the set of IDs that the database query setfithe chosen object is in
the set, the answer is “Yes”, otherwise the answer is “No”.

3.8 Output

Although the yes/no utterances that our agent is using in the cumglieimentation can
be thought of as generated, one is usually thinking of more complex anstven one
speaks of a language generator. Particularly in a language learnifcgtmpl one might
wish for a more elaborate answer, - for example “No, it is n@"plather that just “No”.
By parsing the output from Galatea, which contains the semantiesegyation of the
question, it is possible to generate a more complex answer. Alstigiias system itself
is able to generate spoken language, using the same rules that wief@ ypeesing, but
we have not looked further into that aspect of Higgins. We felag most important to
get a complete system up and running first, and then incrementally adel mor
sophisticated features as the application evolved. In that proutbss, features have
taken precedence. In the current implementation, the talking hegitle®@ command
from the action manager that contains a pointer to a pre-recaudidl file (.wav) and a
precompiled .dat file containing animation parameters for lip-synaddition, animation
data for frowning, nodding etc. is supplied at a separate channedclibe manager also
displays the data it has received in a visual manner by highligttengljects that are
being queried on the game board.
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Figure 12: Visual representation of the question “is it yel&w



4. Conclusions

With this first implementation of the language tutoring game, wee hehown that
building a spoken dialog system based on the Higgins architecturéatigelg straight
forward. However, there are many ways in which the system canprevied and the
system domain can be extended. A first step would be to coitgutieal data of what
real users actually say. To further explore the potential of thegdia tutoring game it
would be interesting to extend the domain to include more types of oiy#cta larger

set of attributes. Changing the target language of the applicatoid valso be an
interesting adaptation to look at. For many target languages it sgeies straight
forward. We may change the input language by changing language model in trer ASR
by manually making phonetic labelling of the target words. The lexitales and the
rules specifying word order and morphology in Pickering must be changed, and the
spoken output of the agent is simply switched to the target language.

Another interesting aspect would be to have more complex componentslogue
management and language generation. The system would gain usabitityeifrseta
dialogue and a few error handling strategies were implemented. diedbgue can be
used to help novice users to understand the rules of the game and whiethigs define
the objects. Confidence scores from Nuance can be used to verify afydudar input
when confidence is low. The implementation of error handling strategie also be used
to further explore the potential of Higgins, since this is what Higgmginally was
designed as a test bed for. In general, the Higgins modules willtteg bglized in a
conversational dialogue system capable of engaging in a more compled fatguage
interaction than y/n questions.
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6. Appendix

6.1 Pickering

objects.xm [
<?xml version="1.0" encoding="1SO-8859-1"?>
<?xml-styslesheet type="text/xsl"

href="http://www.speech.kth.se/higgins/2003/pickeri ng/grammar/transformations/grammar2xhtml_include.xs
"?2>
<g:grammar xsi:schemaLocation="http://www.speech.kt h.se/higgins/2003/pickering/grammar/
http://www.speech.kth.se/higgins/2003/pickering/gra mmar/grammar.xsd
http://www.speech.kth.se/higgins/2003/buil dxml/
http://www.speech.kth.se/higgins/2003/buil dxml/buildxml.xsd"
xmins:g="http://www.speech.kth.se/higgins/2003/pick ering/grammar/"
xmins:twg="http://www.speech.kth.se/ville/twg/" xml ns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xmins:b="http://www.speech.kth.se/higgins/2003/buil dxml/"
xmins:f="http://www.speech.kth.se/higgins/2003/pick ering/grammar/feature/"
xmins:a="http://www.speech.kth.se/higgins/2003/anno tation/">
<a:annotation>
<desc/>
</a:annotation>
<g:rules>
<g:rule twg:name="colour">
<g:match>
<g:entry twg:name="colour" propagate="twgq:colou r'/>
</g:match>
<g:sem>
<twq:colour twq:colour="$colour" twg:info="new" />
</g:sem>
</g:rule>
<g:rule twg:name="shape">
<g:match>
<g:one-of>
<g:entry twg:name="shape" twq:definiteness="in def"
propagate="twq:shape"/>
<g:entry twg:name="adj_shape" propagate="twq:s hape"/>
</g:one-of>
</g:match>
<g:sem>
<twgq:shape twq:shape="$shape" twq:info="new"/>
</g:sem>
</g:rule>
<g:rule twg:name="shape">
<g:match>
<g:one-of>
<g:entry twg:name="shape" twq:definiteness="de s
propagate="twq:shape"/>
</g:one-of>
</g:match>
<g:sem>
<twq:shape twg:shape="$shape" twq:info="given"/ >
</g:sem>
</g:rule>
<l-- Ar det en bla fyrkant/ Ar det en fyrkant? - ->
<g:rule twg:name="noun-query" top="true">
<g:match>
<g:one-of>
<g:item>
<g:entry twg:name="query"/>
<g:entry twg:name="pronoun"/>
</g:item>
<g:entry twg:name="thinking"/>
</g:one-of>

<g:rule twg:name="noun-phrase" propagate="twq:c
twq:info" link="1"/>
</g:match>
<g:sem>
<b:ref link="1"/>
</g:sem>
</g:rule>
<l-- Ar figuren/den bla/fyrkantig? -->
<g:rule twg:name="attr-query" top="true">
<g:match>
<g:entry twg:name="query"/>
<g:one-of>
<g:entry twg:name="pronoun"/>
<g:rule twg:name="object"/>
<g:rule twg:name="shape" propagate="twg:shape"

olour twq:shape

link="1"/>



</g:one-of>
<g:one-of>
<g:rule twg:name="attr-add" link="2"/>
<g:rule twg:name="noun-phrase" link="2"/>
</g:one-of>
</g:match>
<g:sem>
<b:unify>
<twq:object twq:info="given"/>
<b:ref link="1"/>
<bref link="2"/>
</b:unify>
</g:sem>
</g:rule>
<!-- Ar den till vanster om nagot blatt ?-->
<g:rule twg:name="place-query" top="true">

<g:match>
<g:one-of>
<g:entry twg:name="query"/>
<g:entry twg:name="pos_query"/>
</g:one-of>
<g:one-of>
<g:rule twg:name="object"/>
<g:entry twg:name="pronoun"/>
</g:one-of>
<g:rule twg:name="direction" propagate="twq:opp -rel"/>
<g:optional>

<g:entry twg:name="prepositions"/>
</g:optional>

<g:rule twg:name="noun-phrase" link="1" propaga te="twq:info
twq:colour twq:shape"/>
</g:match>
<g:sem>
<b:unify>
<twq:object twq:info="given">
<twg:position twg:pos-rel="$opp-rel"
twg:info="new">
<b:ref link="1">
<b:add twg:info="new"/>
</b:ref>
</twq:position>
</twg:object>
</b:unify>
</g:sem>

</g:rule>
<l-- Ar det ndgot blatt till vanster om den? -->
<g:rule twg:name="place-query" top="true">
<g:match>
<g:one-of>
<g:item>
<g:entry twg:name="query"/>
<g:entry twg:name="pronoun"/>
</g:item>
<g:item>
<g:entry twg:name="pos_query"/>
<g:entry twg:name="pronoun"/>
</g:item>
</g:one-of>
<g:rule twg:name="noun-phrase" propagate="twq:c olour twg:shape"
link="1"/>
<g:rule twg:name="direction" propagate="twq:pos -rel"/>
<g:entry twg:name="prepositions"/>
<g:one-of>
<g:rule twg:name="noun-phrase-given" propagate ="twq:shape
twg:colour" link="2"/>
<g:entry twg:name="object"/>
<g:entry twg:name="pronoun"/>
</g:one-of>
</g:match>
<g:sem>
<b:unify>
<twq:object twq:info="given"/>
<b:ref link="2"/>
<twq:object>
<twq:position twq:pos-rel="$pos-rel"
twq:info="new">
<b:ref link="1">
<b:add twq:info="new"/>
</b:ref>
</twq:position>
</twg:object>



</b:unify>
</g:sem>
</g:rule>
<l-- &r den till héger grén -->
<g:rule twg:name="place-query" top="true">
<g:match>
<g:entry twg:name="query"/>
<g:entry twg:name="pronoun"/>

<g:rule twg:name="direction" propagate="twq:pos -rel"/>
<g:rule twg:name="attr-add" propagate="twq:colo ur twq:shape"
link="1"/>
</g:match>
<g:sem>
<b:unify>
<twq:object twq:info="given">
<twg:position twg:pos-rel="$pos-rel">
<twg:object twg:info="new"/>
<bref link="1"/>
</twg:position>
</twg:object>
</b:unify>
</g:sem>
</g:rule>
<l-- grén och fyrkantig -->
<g:rule twg:name="attr-add">
<g:match>
<g:one-of>
<g:item>
<g:rule twg:name="colour" propagate="twq:colo ur"
link="1"/>
<g:optional>

<g:entry twg:name="and"/>
<g:rule twg:name="shape"
propagate="twq:shape" link="2"/>
</g:optional>
</g:item>
<g:item>
<g:rule twg:name="shape" propagate="twq:shape
link="2"/>
<g:optional>
<g:entry twg:name="and"/>
<g:rule twg:name="colour"
propagate="twq:colour" link="1"/>
</g:optional>
</g:item>
</g:one-of>
</g:match>
<g:sem>
<b:unify>
<twq:object>
<b:ref link="1"/>
<b:ref link="2"/>
</twq:object>
</b:unify>
</g:sem>
</g:rule>
<I--den bld/a fyrkanten-->
<g:rule twg:name="noun-phrase-given" top="true">
<g:match>
<g:entry twg:name="pronoun"/>
<g:optional>
<g:rule twg:name="att-add" propagate="twq:colo ur twg:shape"
link="1"/>
</g:optional>
<g:one-of>
<g:rule twg:name="shape" twq:definiteness="def
<g:rule twg:name="object" twq:definiteness="de
</g:one-of>
</g:match>
<g:sem>

f* link="2"/>

<b:unify>
<twq:object info="given"/>
<b:ref link="1">
</b:ref>
<b:ref link="2">
</b:ref>
</b:unify>
</g:sem>
</g:rule>
<l--en bla fyrkant-->
<g:rule twg:name="noun-phrase" top="true">



<g:match>
<g:entry twg:name="article"/>
<g:optional>
<g:rule twg:name="attr-add" propagate="twq:col

link="1"/>
</g:optional>
<g:one-of>
<g:rule twg:name="shape" propagate="twg:shape
link="2"/>
<g:rule twg:name="object" propagate="twq:shape
link="2"/>
</g:one-of>
</g:match>
<g:sem>
<b:unify>
<twq:object/>
<bref link="1"/>
<bref link="2"/>
</b:unify>
</g:sem>
</g:rule>
<I-- n&got blatt (och fyrkantigt)-->
<g:rule twg:name="noun-phrase" top="true">
<g:match>
<g:entry twg:name="something"/>
<g:rule twg:name="attr-add" link="1"/>
</g:match>
<g:sem>
<b:ref link="1"/>
</g:sem>
</g:rule>
<g:rule twg:name="colour-ellipses">
<g:match>
<g:rule twg:name="colour" info="new" link="1"/>
</g:match>
<g:sem>
<b:ref link="1"/>
</g:sem>
</g:rule>
<g:rule twg:name="shape-ellipses">
<g:match>
<g:optional>
<g:entry twg:name="something"/>
</g:optional>
<g:one-of>
<g:rule twg:name="shape" link="1" info="new"/>
<g:rule twg:name="adj_shape" link="1" info="ne
</g:one-of>
</g:match>
<g:sem>
<b:ref link="1"/>
</g:sem>
</g:rule>
<g:rule twg:name="object" top="true">
<g:match>
<g:optional>
<g:entry twg:name="article"/>
</g:optional>
<g:one-of>
<g:entry twg:name="object" propagate="twq:defi
twg:genus"/>
<g:entry twg:name="pronoun" propagate="twqg:gen
<g:entry twg:name="something"/>
</g:one-of>
</g:match>
<g:sem/>
</g:rule>
<g:rule twg:name="direction">
<g:match>
<g:one-of>
<g:item>
<g:entry twg:name="position" twq:type="sidewa
propagate="twq:pos-rel twg:opp-rel"/>
<g:entry twg:name="prepositions"/>
</g:item>
<g:item>
<g:entry twg:name="position" propagate="twq:p
twq:opp-rel"/>
</g:item>
</g:one-of>

</g:match>

our twqg:shape"

twg:info"

twq:colour"

w"/>

niteness

us"/>

ys"

os-rel



<g:sem>
<twgq:position/>
</g:sem>
</g:rule>
</g:rules>
<g:lexicon>
<g:entry twg:name="shape" twq:info="new">
<g:match twq:shape="square" twq:genus="utr" decl
1">fyrkant</g:match>
<g:match twq:shape="square" twq:genus="utr" decl
1">kvadrat</g:match>
<g:match twq:shape="circle" twqg:genus="utr" decl
1">ring</g:match>
<g:match twq:shape="circle" twqg:genus="utr" decl
2">cirkel</g:match>
<g:match twq:shape="star" twq:genus="utr" declin
2">stjarna</g:match>
<g:match twq:shape="triangle" twg:genus="utr" de
1">trekant</g:match>
<g:match twq:shape="triangle" twq:genus="utr" de
2">triangel</g:match>
<g:sem>
<twq:shape/>
</g:sem>
</g:entry>
<g:entry twg:name="and">
<g:match>och</g:match>
<g:sem/>
</g:entry>
<g:entry twg:name="adj_shape" twg:info="new">
<g:match twq:shape="square" declination="adj"
twg:genus="utr">fyrkantig</g:match>
<g:match twqg:shape="circle" declination="adj" tw
<g:match twq:shape="triangle" declination="adj"
twg:genus="utr">trekantig</g:match>
<g:match twq:shape="square" twqg:genus="neutr">fy
<g:match twq:shape="circle" twg:genus="neutr">ru
<g:match twq:shape="triangle" twg:genus="neutr">
<g:sem>
<twq:shape/>
</g:sem>
</g:entry>
<g:entry twg:name="position">
<g:match twq:pos-rel="right-of" twq:opp-rel="lef
twg:type="sideways">till hdger</g:match>
<g:match twq:pos-rel="left-of" twq:opp-rel="righ
twg:type="sideways">till vénster</g:match>
<g:match twq:pos-rel="over" twg:opp-rel="under">
<g:match twq:pos-rel="over" twg:opp-rel="under">
<g:match twq:pos-rel="under" twq:opp-rel="over">
<g:sem>
<twgq:position/>
</g:sem>
</g:entry>
<g:entry twg:name="object" twg:info="given">
<g:match twg:genus="utr" declination="noun-1">fi
<g:match twg:genus="neutr" declination="noun-3">
<g:sem/>
</g:entry>
<g:entry twg:name="something">
<g:match>nagot</g:match>
<g:sem/>
</g:entry>
<g:entry twg:name="pronoun" twq:info="given">
<g:match twq:person="third" twq:genus="utr">den<
<g:match twq:person="third" twg:genus="neutr">de
<g:sem/>
</g:entry>
<g:entry twg:name="prepositions">
<g:match>om</g:match>
<g:sem/>
</g:entry>
<g:entry twg:name="colour" declination="adj">
<g:match twg:genus="utr" twq:colour="blue">bla</
<g:match twg:genus="neutr" twq:colour="blue">bla
<g:match twq:genus="utr" twq:colour="red">réd</g
<g:match twg:genus="neutr" twq:colour="red">rott
<g:match twqg:genus="utr" twg:colour="yellow">gul
<g:match twg:genus="neutr" twg:colour="yellow">g
<g:match twg:genus="utr" twg:colour="green">gron
<g:match twg:genus="neutr" twg:colour="yellow">g

ination="noun-
ination="noun-
ination="noun-
ination="noun-
ation="noun-
clination="noun-

clination="noun-

g:genus="utr">rund</g:match>

rkantigt</g:match>
nt</g:match>
trekantigt</g:match>

ovanfor</g:match>
over</g:match>
under</g:match>

gur</g:match>
objekt</g:match>

/g:match>
t</g:match>

g:match>
tt</g:match>
:match>
</g:match>
</g:match>
ult</g:match>
</g:match>
ront</g:match>



<g:sem/>
</g:entry>
<g:entry twg:name="col_noun" twq:info="given">
<g:match twg:colour="blue">blaa</g:match>
<g:match twq:colour="yellow">gula</g:match>
<g:match twg:colour="red">réda</g:match>
<g:match twq:colour="green">gréna</g:match>
<g:sem/>
</g:entry>
<g:entry twg:name="article">
<g:match>en</g:match>
<g:match>ett</g:match>
<g:sem/>
</g:entry>
<g:entry twg:name="query">
<g:match>ar</g:match>
<g:match>finns</g:match>
<g:sem/>
</g:entry>
<g:entry twg:name="pos_query">
<g:match>ligger</g:match>
<g:sem/>
</g:entry>
<g:entry twg:name="thinking">
<g:match>tanker du pa</g:match>
<g:match>du tanker pd</g:match>
<g:sem/>
</g:entry>
</g:lexicon>
<g:morphology>
<g:declination id="noun-1">
<a:annotation>
fyrkant - fyrkanten
</a:annotation>
<g:form twq:definiteness="indef"/>
<g:form twq:definiteness="def">en</g:form>
</g:declination>
<g:declination id="noun-2">
<a:annotation>
stjarna - stjarnan
</a:annotation>
<g:form twq:definiteness="indef"/>
<g:form twq:definiteness="def">n</g:form>
</g:declination>
<g:declination id="noun-3">
<a:annotation>
objekt - objektet
</a:annotation>
<g:form twq:definiteness="indef"/>
<g:form twq:definiteness="def">et</g:form>
</g:declination>
<g:declination id="adj">
<a:annotation>
bla - blda
</a:annotation>
<g:form twq:definiteness="indef"/>
<g:form twq:definiteness="def">a</g:form>
</g:declination>
</g:morphology>
</g:grammar>
<?xml version="1.0" encoding="1SO-8859-1"?>
<?xml-styslesheet f:type="text/xsl"

ca.xml----
href="http://www.speech.kth.se/higgins/2003/pickeri ng/grammar/transformations/grammar2xhtml|_include.xs
"?2>
<g:grammar
xsi:schemaLocation="
http://www.speech.kth.se/higgins/2003/pickering/g rammar/
http://www.speech.kth.se/higgins/2003/pickering/ grammar/grammar.xsd
http://www.speech.kth.se/higgins/2003/buildxml/
http://www.speech.kth.se/higgins/2003/buil dxml/buildxml.xsd
xmins:g="http://www.speech.kth.se/higgins/2003/pic kering/grammar/"
xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instan ce"
xmins:b="http://www.speech.kth.se/higgins/2003/bui ldxml/"
xmins:f="http://www.speech.kth.se/higgins/2003/pic kering/grammar/feature/"
xmins:a="http://www.speech.kth.se/higgins/2003/ann otation/"
xmins:twg="http://www.speech.kth.se/ville/twq/"
>

<a:annotation>



<desc>

Communicative acts in the 20q domain:
- questions

- ellipsis
</desc>

</a:annotation>

<g:rules>

link="1"/->

link="1"/>

link="1"/>

</g:rules>
</g:grammar>

<g:rule f:name="ca" top="true">

</g:rule>

<a:annotation>
Top rule for matching questions.
</a:annotation>
<g:match>
<g:one-of>
<l--g:rule twg:name="shape_query" propagate="i

<g:rule twg:name="attr-query" propagate="info"
<g:rule twg:name="place-query" propagate="info
<g:rule twg:name="noun-query" propagate="info"
</g:one-of>
</g:match>
<g:sem>
<twg:ca twq:type="question">
<b:ref link="1"/>
</twqg:ca>
</g:sem>

<g:rule f:name="ca" top="true">

</g:rule>

<g:rule f:

</g:rule>

<a:annotation>
Top rule for matching ellipses.
</a:annotation>
<g:match>
<g:one-of>
<g:rule twg:name="colour-ellipses" propagate="

<g:rule twg:name="shape-ellipses" propagate="i

<g:rule twg:name="both-ellipses" propagate="in
</g:one-of>
</g:match>
<g:sem>
<b:unify>
<twg:ca twg:type="ellipses">
<b:ref link="1"/>
</twg:ca>
</b:unify>
</g:sem>

name="ca" top="true">
<a:annotation>
Top rule for matching assertions.
</a:annotation>

<g:match>
<g:rule twg:name="assertion"/>
</g:match>
<g:sem>
<twq:ca twq:type="assert"/>
</g:sem>
system.xml

<?xml version="1.0" encoding="1SO-8859-1"?>
<?xml-styslesheet type="text/xsl"

href="http://www.speech.kth.se/higgins/2003/pickeri

1"?>

<g:grammar xsi:schemalLocation="http://www.speech.kt h.se/higgins/2003/pickering/grammar/

http://www.speech.kth.se/higgins/2003/pickering/gra mmar/grammar.xsd
http://www.speech.kth.se/higgins/2003/buil dxml/
http://www.speech.kth.se/higgins/2003/buil dxml/buildxml.xsd"

xmins:g="http://www.speech.kth.se/higgins/2003/pick ering/grammar/"

xmins:twg="http://www.speech.kth.se/ville/twg/" xml

nfo

link="1""/
info"

nfo"

fo" link="1"/>

ng/grammar/transformations/grammar2xhtml_include.xs

ns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"



xmins:b="http://www.speech.kth.se/higgins/2003/buil dxml/"
xmins:f="http://www.speech.kth.se/higgins/2003/pick ering/grammar/feature/"
xmins:a="http://www.speech.kth.se/higgins/2003/anno tation/">
<a:annotation>
<desc/>
</a:annotation>
<g:rules>
<g:rule twg:name="assertion">
<g:match>
<g:entry twg:name="yes"/>
</g:match>
<g:sem/>
</g:rule>
</g:rules>
<g:lexicon>
<g:entry twg:name="yes">
<g:match>ja</g:match>
<g:sem/>
</g:entry>
<g:entry twg:name="nej">
<g:match>nej</g:match>

<g:sem/>
</g:entry>
</g:lexicon>
</g:grammar>
template.x ml
<?xml version="1.0" encoding="1SO-8859-1"?>
<?xml-stylesheet type="text/xsl|" href="http://www.s peech.kth.se/higgins/xsl/xml_view.xslt"?>
<g:grammar xsi:schemalLocation="
http://www.speech.kth.se/higgins/2003/pickering/gr ammar/
http://www.speech.kth.se/higgins/2003/pickering/g rammar/grammar.xsd
http://www.speech.kth.se/higgins/2003/pickering/gr ammar/feature/
http://www.speech.kth.se/higgins/2003/pickering/g rammar/feature/feature.xsd"
xmins:g="http://www.speech.kth.se/higgins/2003/pick ering/grammar/"
xmins:dm="http://www.speech.kth.se/higgins/2003/gal atea/model/"
xmins:num="http://www.speech.kth.se/higgins/2005/se mantics/numbers/"
xmins:time="http://www.speech.kth.se/higgins/2005/s emantics/time/"
xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instanc e"
xmins:f="http://www.speech.kth.se/higgins/2003/pick ering/grammar/feature/"
xmins:a="http://www.speech.kth.se/higgins/2003/anno tation/"
xmins:twg="http://www.speech.kth.se/ville/twq/"
xmins:xref="http://www.speech.kth.se’/higgins/2005/x ref/">
<a:annotation>
<desc>
Template file for the Pickering example grammar example_1.xml.
</desc>

</a:annotation>
<g:template>
<twq:object id="object" attributes="xsi-type id twainfo" count="1">
<xref:ref xref:idref="colour_id" count="1"'
<xref:ref xref:idref="shape_id" count=
<xref:ref xref:idref="position" count="1"/>
</twq:object>
<twq:colour id="colour_id" attributes="info colou r f:conf">
<dm:grounding count="1" id="grounding_def">
<dm:ca count="*"/>
</dm:grounding>
</twg:colour>
<twq:shape id="shape_id" attributes="info shape f :conf">
<xref:ref xref:idref="grounding_def"/>
</twg:shape>
<twq:position id="position" attributes="pos-rel">
<xref:ref xref:idref="object" count="1"/>
</twg:position>
<twg:ca count="1">
<xref:ref xref:idref="object" count="1"/>
</twg:ca>
</g:itemplate>
</g:grammar>




6.2 Galatea

mappings.x

<?xml version="1.0" encoding="is0-8859-1"?>
<m:mappings

xmins:m="http://www.speech.kth.se/higgins/2003/gal
xmins:match="http://www.speech.kth.se/higgins/2004
xmins:twg="http://www.speech.kth.se/ville/twq/"
xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instan
xmins:f="http://www.speech.kth.se/higgins/2003/pic
xsi:schemalocation="http://www.speech.kth.se/higgi

atea/mappings/"
/match/"

ce"
kering/grammar/feature/"
ns/2003/galatea/mappings/

http://www.speech.kth.se/higgins/2003/galatea/mappi
>

raise focus

(as above)

anaphora

entity list

<m:cas>

</m:cas>

ngs.xsd"

<l-- input markup of communicattive acts -->
<m:ca>

<twg:ca/>
</m:ca>
<l-- what to generate on nomatch -->
<m:nomatch>

<twgq:ca f:understanding="none"/>
</m:nomatch>
<l-- list of types of communicative acts to "pars

"The building is red" => focus building
-—>
<m:integrate_given_entities>

<twq:ca/>
</m:integrate_given_entities>

<I--
which communicative acts results in addition of
"there is a red building in front of me" => adds
-2
<m:integrate_new_entities>
<twg:ca twq:type="assertion"/>
</m:integrate_new_entities>

<l--
in which cases should new be included when rais

" The red building is large" => raises "building
-—>
<m:integrate_new_info>

<twg:ca twg:type="assertion"/>
</m:integrate_new_info>

<l--
At what point should Galatea send reset to Picke
-->
<m:send_model>
<twq:ca/>
</m:send_model>

<m:entities>

<I--
What elements are objects (may use <match:elemen
-->
<m:entity>
<twq:object/>
</m:entity>

<l-- elements that causes object search to cease
<m:entity_exceptions/>

<l--
attributes (and elements) that should not be con

>
<m:match_anaphora_exceptions attributes="twq:info
<l--

attributes (and/or elements that are removed whe

-—>
<m:remove_in_entity_list attributes="twq:info"/>
<l--

What a "given" entity looks like
-—>

<m:given>

e" for _given_ entities that will

new entities to entity list
"red buidling"

ing focus to a given object

", adds "large"

ring and send results onwards

t/>)

sidered when matching for

n the entity is added to the



<match:element twg:info="given"/>
<l--<match:element/>-->
</m:given>
<l--
What a "new" entity looks like
-—>
<m:new>
<match:element twq:info="new"/>
<l--<match:element/>-->
</m:new>
</m:entities>

</m:mappings>

context.xm

<?xml version="1.0" encoding="iso-8859-1"?>
<g:transformations xmins:g="http://www.speech.kth.s
xmins:match="http://www.speech.kth.se/higgins/2004/
xmins:twg="http://www.speech.kth.se/ville/twg/" xml
xmins:f="http://www.speech.kth.se/higgins/2003/pick

e/higgins/2003/galatealrules/"

match/"
ns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
ering/grammar/feature/"

xmins:b="http://www.speech.kth.se/higgins/2003/buil dxml/”
xsi:schemaLocation="http://www.speech.kth.se’/higgin s/2003/galatealrules/
http://mww.speech.kth.se/higgins/2003/galatea/rule s.xsd
http:/iwww.speech.kth.se/higgins/2003/buildxml/
http:/iwww.speech.kth.se/higgins/2003/buildxml/bui ldxml.xsd">
<g:rule>
<g:annotation>Elliptical question.</g:annotation>
<g:context agent="same" turn="2">
<twq:ca twq:type="question" match:link="1">
<match:tree>
<match:element match:name="colour|shape" match Jlink="2"/>
</match:tree>
</twg:ca>
</g:context>
<g:new>
<twg:ca twg:type="ellipses">
<match:element match:name="colour|shape" match: link="3"/>
</twg:ca>
</g:new>
<g:transform>
<b:ref link="1">
<b:replace link="2">
<bref link="3"/>
</b:replace>
</b:ref>
</g:transform>
</g:rule>
<g:rule>
<g:annotation>YN-answer to request.</g:annotation >
<g:context turn="1">
<twg:ca twq:type="question">
<match:tree match:link="1">
<match:element match:name="colour|shape"/>
</match:tree>
</twg:ca>
</g:context>
<g:new>
<twq:ca twq:type="assert"/>
</g:new>
<g:transform>
<b:unify>
<twg:ca twq:type="assertion">
<b:ref link="1">
</b:ref>
</twg:ca>
</b:unify>
</g:transform>
</g:rule>

</g:transformations>



