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ABSTRACT

This paper discusses some important issues in current speech
synthesis research. Modelling of speaker characteristics and
emotions are used as a examples of new trends in the area.
The relation to speech recognition research is also emphasized.
New methods such as automatic learning and the use of new
analysis techniques are also referred to.

INTRODUCTION

The title of this paper might at first glance seem to be
a mistake. Concepts such as variability and constraints are
traditionally more related to speech recognition than speech
synthesis. Variability is something that creates problems in
speech recognition and many different methods have been
developed to process speech in such a way that the variabil-
ity to some extent can be handled. Similarly, constraint is
an often- used term in speech recognition. Speech synthesis
research has only recently started to deal with these two
concepts.

It is a basic goal for speech research to understand when
variability is allowed and when constraints are applied. It
is also an important task for speech synthesis development
to model the cause of variation: Is it a free variation or is
it the result of a specific circumstance? Constraints have
many different shapes. The freedom and the limitation of
the vocal tract shape has been studied for many years. The
constraints can in this case be expressed by size and mass
limitations. Other useful constraints can be in the form of
possible control parameter combinations in a formant type
synthesizer. The move to explore higher level parameters
[49] is an example of how constraints are introduced into the
control structure itself rather than by explicitly formulated
rules. The description of prosody in terms of synchronized
and unsynchronized turning points is another example of
how constraints described in autosegmental phonology ter-
minology has had a positive influence on the speech synthe-
sis development [10,25,34,40].

Modelling of variability is a new trend in speech synthe-
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sis. Speaker characteristics are beginning to play a more
important role in the specification of a text-to-speech sys-
tem. Similarly inter-speaker variation is put into focus as
a way of improving the naturalness of the synthesis. Em-
phasis, focus and emotions are starting to be important
concepts in the speech synthesis community. Better under-
standing of these areas will have an impact on several appli-
cations in speech technology in terms of improved quality.
A systematic account of speech variability helps in creat-
ing speaker adaptable speech recognition systems and more
flexible synthesis schemes.

In this paper we will give some examples from the speech
synthesis area where this type of thinking has been produc-
tive. It is clear that speech synthesis research has changed
during the last ten years. After rather slow progress we
now have a very productive phase with many new direc-
tions. The special workshops in Autrans' and Edinburgh?
gave many good examples of this new trend. The special
issue of Journal of Phonetics® is another manifestation of
the current interest in speech synthesis research.

SYNTHESIZERS AND
CONTROL PARAMETERS

We currently have a number of different classes of syn-
thesizers in our systems. The long term goal of having ar-
ticulatory synthesis is also attracting considerable research
effort. It is generally agreed upon that the ultimate goal, to
use an articulatory-based synthesizer, will be the best solu-
tion. However we are still far from including these models
into our text-to-speech systems. One problem for this de-
velopment is still the lack of articulatory data. Despite new
analysis methods, the data collection is one of many bot-
tlenecks. The efforts to use neural networks to go directly

1The ESCA workshop on Speech Synthesis in Autrans (France)
September 1990

2The ESCA workshop on Speaker Characterization in Speech Tech- -
nology in Edinburgh (UK) June 1990

3Journal of Phonetics Special Issue: Speech Synthesis and Phonet-
ics, Volume 19 No 1 January 1991
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from the speech waveform to articulatory parameters are
thus of considerable interest [3,41]. It is clear that we will
see many papers of this nature in the future.

In the other end of the synthesizer continua we have the
PSOLA type of method [17]. The algorithms are based on
a pitch- synchronous overlap-add approach for modifying
the speech prosody and concatenating diphone waveforms.
The frequency domain approach is used to modify the spec-
tral characteristics of the signal while the time domain ap-
proach provides efficient solutions for real time implemen-
tation of synthesis systems. The PSOLA method has been
very successfully applied in high quality text-to-speech syn-
thesis systems [36]. However, there are limitations in these
approaches. Speaker transformatio. and unit selection can
cause serious problems.

Despite the difficulties in controlling formant-based syn-
thesizers they are still used by many researchers. For ex-
ample such synthesizers are used in the ESPRIT-project
polyglot [10] and in other multilingual efforts [16,28]. The
current formant-based synthesizer systems are slowly incor-
porating some of the regularities found in true articulation.
. This is especially the case with the glottal source models
[14,21,32,50].

Since the control of a formant synthesizer can be a very -

complex task, some efforts have been made to help the
users. The introduction of “higher level parameters” should
be mentioned in this context [49]. These parameters can
be used at an intermediate level that is more understand-
able from the user’s point of view compared to the detailed
synthesizer specifications. Thus, the first goal is to find a
framework to simplify the process and to incorporate within
the synthesis process the constraints that are known to ex-
ist. A formant frequency should not have to be adjusted
specifically by the rule developer depending on nasality or
glottal opening. This type of adjustment might be better
handled automatically according to a well-specified model. -
The same process should occur with other parameters such
‘as bandwidths and glottal settings.

The second goal for the introduction of higher level pa-
rameters is more basic in terms of understanding of the
relation between the .o levels of controls. This requires
detailed understanding of the relation between acoustic and
articulatory phonetics: '

As a small test of this type of articulatory-based think-
ing, test stimuli along different feature dimensions have
been synthesized {4]. One intention was to illustrate the
power of higher level parameters in speech synthesis. It
was hypothesized that the higher level parameters explored
more natural dimensions than the lower level controls. Thus,
the phoneme-identification of intermediate stimuli should
be easier for the subjects in these experiments compared to
similar experiments carried out before. It was concluded
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that the transition between two phoneme identities along
the continuum was very abrupt, supporting this view.

MODELLING OF THE
GLOTTAL SOURCE

During the last decade we have seen a strong effort to
study the glottal source. In addition to the Vocal Fold
Symposiums, special sections dealing with this subject have
been arranged at ASA meetings and also at the Spoken
Language Processing meeting in Kobe, Japan. It has been
felt that understanding of the glottal source is one of the
most important goals in speech synthesis work. The unnat-
ural quality of the synthetic speech has to a large extent
been blamed on a simplified glottal source. The work to
synthesize female voices has supported this view [15,30,31].
Several glottal models have been proposed [21,32]. The im-
provement of speech quality by including an elaborate glot-
tal model has in some cases been very impressive. It is clear
that the simple models used up to now have been a major
obstacle and that source modelling will be a critical aspect
in the next generation of synthesis systems.

However, despite the current emphasis on source mod-
elling; it should be noted that other aspects have equal im-
portance. For example, improved models of the higher vocal
tract resonances or the fricative spectrum in formant-type
synthesis have a very strong impact on the speech quality.

It should be emphasized that quality improvement can
be made in many different ways. Correct intonation can
in some cases lead to high acceptability of the synthetic
speech despite segmental problems. On the other hand,
inferior quality in synthesis with many unnatural discon-
tinuities and missing cues can not be “hidden” by a good
prosodic model.

SPEAKER CHARACTERISTICS

Synthesis research has, to some extent, changed direc-
tion during recent years. The emphasis on CV syllables has
been reduced and general aspects such as speaker charac-
teristics, prosodic models and linguistic analysis have been
given higher priority. The reasons for this change are many.
One obvious reason is the limited success in enhancing the
general speech quality by only improving the segmental
models. The speaker-specific aspects are regarded as play-

" ing a very important role in the acceptability of synthetic

speech. This is especially true when the systems are used
to signal semantic and pragmatic knowledge.

One interesting effort to include speaker characteristics
in a complex systern has been reported by the ATR group in
Japan. The basic concept is to preserve speaker character-
istics in interpreting systems [1]. The proposed voice con-
version technique consists of two steps: mapping codebook
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generation of LPC parameters and a conversion synthesis
using the mapping code book. The effort has stimulated
much discussion, especially considering the application as
such. The method has been extended from a frame-by-
frame transformation to a segment-by-segment transforma-
tion [2].

One concern with this type of effort is that the speaker
characteristics specified through training without any spe-
cific underlying model of the speaker. It would be helpful
if the speaker characteristics could be modeled by a limited
number of parameters. Only a small number of sentences
might in this case be needed to adjust the synthesis to one
specific speaker. Thus, it is a challenge for the future to
find the best way to classify a speaker. The needs in both
speech synthesis and speech recognition are very similar in
this respect.

Several studies have recently been published concern-
ing how a speaker adjusts to the listener and to the envi-
ronment. A speaker is expected to vary the speech along
a continuum of hypo- and hyperspeech [35]. It is argued
that one important research task is to study the sufficient
discriminability needed for communication rather than the
notion of phonetic invariance. Duration-dependent vowel
reduction has been one topic of research in this context.
However, it seems that vowel reduction as a function of
speech tempo is a speaker-dependent factor [22,47].

Duration and intonation structures and pause insertion
strategies reflecting variability in the dynamic speaking style
are other important speaker dependent factors {20,43,48].
Parameters like consonant-vowel ratio and source dynamics
are typical parameters that have to be considered in addi-
tion to basic physiological variation. The ultimate test of
our descriptions is our ability to successfully synthesize not
only different voices but also different styles [5]. Appropri-
ate modelling of these factors will increase both naturalness
and intelligibility of a synthetic speech.

SYNTHESIS OF EMOTIONS

In acoustic-phonetic research most studies deal with func-
tion and realization of linguistic elements. With a few ex-
ceptions, (e.g., [46,52],; the acoustics of emotions have not
been extensively studied. Most studies have dealt with the
task of identifying extralinguistic dimensions qualitatively.
Sometimes these studies have also included efforts to quan-
tify these dimensions, by using scaling methods for example.
Spontaneous speech has been used as well as read speech
with simulated emotional expressions in these experiments.

An interesting alternative is to ask subjects to adjust
test stimuli to some internal reference, such as joy, anger
etc. This is typically done by using synthetic speech. The
speech should not be of too poor quality if emotions should
be conveyed. Recent experiments using DECtalk have been

EUROSPEECH "91, Genova, ltaly, September 1991

reported by Cahn [11]. The special “affect-editor” was de-
veloped to control the synthesizer. Its success in generating
recognizable affect was confirmed in an experiment in which
the affect intended was perceived as such for the majority
of the presentations.

_ The amount of interaction between the emotive speech
and the linguistic content of a sentence is difficult to as-
certain, but has to be taken into account. The voice does
not always give away the speaker attitude. It is often ob-
served that misinterpretation of emotions occurs if the lis-
tener is perceiving the speech signal without reference to
visual cues. Depending on contextual references, it is thus
easy to confuse anger with joy, fright with sorrow, etc.

Systematic variation in speech synthesis has been used
as a tool to explore possible style and speaker dimensions
[23]. Preliminary listening experiments were carried out .
with the aim of describing different synthesis samples ac-
cording to different attitudinal and emotional dimensions.
It was shown that such a method in can be extremely valu-
able to explore extralinguistic types of variations.

AUTOMATIC LEARNING

We have recently noticed very interesting efforts to col-
lect segmental data for synthesis with the help of automatic
procedures. Formant-type synthesis has traditionally been

_based on very labor-intensive optimization work. The no-

tion “analysis by synthesis” has not been explored except
by manual comparisons between hand-tuned spectral slices
and a reference spectra. The work by Holmes [26] is a.good
example of how to speed up this process. With the help
of a synthesis model, the spectra is automatically matched
against analyzed speech. The matching is done on a linear
power scale to emphasize the importance of spectral peaks.
The ambition is to make a broad collection of such ana-
lyzed segments and to use a clustering technique to reduce
the size of the collection. Automatic techniques such as
this will probably also play an important role in making
speaker-dependent adjustments. One.advantage with these
methods is that the optimization is done in the same frame-
work as that to be used in the production. The synthesizer
constraints are thus already imposed in the initial state.

Methods for pitch;synchronus analysis will be of major

- importance in this context. Experiments such as the one

presented by Talkin and Rowley [51] will lead to better es-
timates of pitch and vocal tract shape. These automatic
procedures will, in the future make it possible to gather a
large amount of data. Lack of glottal source data is cur-
rently a major obstacle for the development of speech syn-
thesis with improved naturalness.

Given that we have a collection of parameter data from
an analyzed speech corpora, we are in a good position to
look for coarticulation rules and context-dependent varia-

1045



tions. Detailed analysis work such as the study of vowels
by Huang [27] can be complemented with automatic proce-
dures. Rule extraction algorithms such as the one described
by Bosch [9] can be applied to these types of data.

The collection of huge speech corpora has also facilitated
a new possibility to test duration and intonation models on
a grand scale [13,29,42,45]. Some of the old “knowledge”
has been revised in this context. The new type of methods
can easily create large amounts of analysis results. It will be
the task for the speech synthesis researcher to summarize
these in understandable models that can be used in the next
generation of synthesizers [12,18,33].

UNIT SIZE

A special method to generate an allophone inventory
has been proposed by the research group at NTT in Japan
[24,37]. The synthesis allophones are selected with the help
of the context-oriented clustering method, COC. The COC
searches for the phoneme sequences of different sizes that
most affect the phoneme realization. The system devel-
oped using these synthesis units was regarded to have supe-
rior speech quality compared to an earlier synthesis system
based on diphones.

The context-oriented clustering approach is a good illus-
tration of a new trend in speech synthesis. Our studies are
concerned with much wider contexts than before. (It might
be appropriate to remind the reader of similar trends in
speech recognition.) It is not possible to take into account
all possible coarticulation effects by simply increasing the
number of units. At some point the total number might be
too high or some units might be based on a very few ob-
servations. In this case a normalization of data might be a
good solution before the actual unit is chosen. The system
will be changed to a rule-based system. However, the rules
can be automatically trained from data the same way as in
speech recognition {39].

Systems using elements of different lengths depending
on the target phoneme and its function are explored by
several research groups. In a paper by Olive [38], a new
method was described to concatenate “acoustic inventory
elements” of different sizes. The system developed at ATR
is also based on non-uniferm units [44]. These units have
been statistically chosen to cover a specific domain.

SPEECH SYNTHESIS
IN SPEECH RECOGNITION

One purpose of this paper has been to show how “vari-
ability” and “constraints” are relevant aspects to consider in
speech synthesis just as in speech recognition. The borders
between synthesis and recognition are slowly disappearing.
Speaker- independent recognition and speaker-dependent
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synthesis have many similar problems to handle. It is, for
example, possible to limit the number of input dimensions
in a recognition model by using a speaker-dependent syn-
thesis model. Constraints such as vocal tract length, source
variation or segment durations can be applied in such a
model. :

The text-to-speech project at the Royal Institute of Tech-
nology has recently focused on modelling different speaker
characteristics and speaking styles. Methods in the speech
recognition project have been influenced by this work. This
has made our speech recognition efforts slightly different
from the general trend. The research program, “Nebula”
[8], includes prediction models based on speech synthesis. A
description of speech on a level closer to articulation, rather
than the acoustic base that is used in present-day speech
recognition will make generalization of different speakers
easier.

Intra-speaker voice source variation can cause severe
spectral distortion and contributes to recognition errors in
current speaker-independent as well as in speaker-dependent
recognition systems. The prosodic information carried by
the voice source is important and should not be discarded.
This information is lost in many of the current techniques
using parameter estimation methods intended to be insensi-
tive to voice source behavior. Since the voice characteristics
are changing during an utterance, the speaker adaptation
should be part of the recognition process itself. Modelling
the source of variation rather than the effect on the speech
acoustics potentially makes adaptation more efficient. The
production component in the form of a speech synthesis
system will ideally make the collection of training data un-
necessary. During the last year, special projects studying
speaker-independent recognition based on stored phoneme
prototypes have been undertaken [6,7]. In these experi-
ments, the references are synthesized during the recognition
process itself. The synthetic references can be modified to
match the voice of the current speaker. The experiments
have shown promising results.

SPEECH SYNTHESIS
RESEARCH PRESENTED
IN PUBLIC

Speech synthesis research has had a long tradition as a
subject for papers and reports. Most work has been pre-
sented at meetings such as the ASA or ICASSP. However
we can see a tendency towards reduced focus on synthe-
sis papers in these meetings. The European Conference on
Speech Technology meetings have shown more variety in
synthesis papers. The same is true for the first ICSLP 90
meeting. The successful meeting in Autrans was devoted
totally to speech synthesis and showed the breadth of this
exciting research area.
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One possible reason for lack of publication of detailed
work is the reluctance to discuss a particular subject such
s “How I improved the synthesis of /s/”, “How much f0
movement do I need to turn a statement into a question™
or “How I synthesized different degrees of emphasis with
a global parameter change”. The list just like the research
area is endless. Somehow this type of paper is not as accept-
able as it used to be. Because of this, some work also stops
just before it attains scientific value. At best the result gets
hidden in a laboratory system or in some cases in a com-
pany product. The message is that the tuning of systems or
testing of new solutions must be treated as good research,
not as an uninteresting optimization. If we can change this
attitude we will get an exciting selection of presentations
that will push speech research quality and synthesis quality
forward.

CONCLUSION

In this review we have focused on a few exciting re-
search areas which are just beginning to demonstrate their
potential. “Speaker variation” and “speaker variability” are
key-words in future synthesis research. However we need to
go further than just understanding the problem. We need
to build new models that can capture the basic parameters
along these new dimensions. We need to set up synthesis
systems that can incorporate this variation without having
to rewrite our software from the beginning. We need to cre-
ate new synthesizers that can model all the needed control
parameters. And we need to structure these parameters
in such a way that the users can handle them without too
much effort.

To reach these goals we need to make use of methods
outside the current speech synthesis domain. Automatic
procedures have to be developed to adjust our models to
specific speakers and to gather huge amounts of speaker-
dependent data. However, we should not get lost in this
data. It needs to be structured in new models. Thus the

“long history of using speech synthesis to evaluate gained
knowledge should be continued and expanded [19,50]. Speech
synthesis will also be an important research tool in the fu-
ture.
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