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1 Introduction

There are two types of techniques that are commonly used to build syntac-
tically annotated corpora: rule-based techniques and data-driven methods.
Rule-based systems are manually constructed and often time-consuming
to develop in order to achieve high accuracy. Data-driven methods, on
the other hand, can be easily adapted to many different natural language
processing tasks, such as part-of-speech (PoS) tagging and shallow parsing
within a short period of time given some correctly annotated training data.
In this paper, we will describe evaluation and comparison of three different
data-driven algorithms when applied to shallow parsing of Swedish. Addi-
tionally, based on the results, we propose a method for a fast and efficient
development of a treebank.

2 Building Data-driven Shallow Parsers

To build data-driven shallow parsers for Swedish, we adapted Abney’s idea
of approaching parsing by dividing the sentence into syntactically related
non-overlapping groups of words, so called chunks (Abney, 1991). A chunk
is a major phrase category consisting of the phrasal head and its modifiers
on the left hand side. Additionally, the chunks were grouped together in
order to represent the hierarchical structure of the sentence by describing
the whole constituent structure the words belong to and thereby giving the
shallow parse tree of each sentence.

Since there exist efficient machine learning algorithms that have been
applied to PoS tagging of a variety of languages with great success, we
applied and tested three of the most successive data-driven PoS taggers to
shallow parsing of Swedish. These taggers are based on hidden Markov
modeling (Brants, 2000), maximum entropy learning (Ratnaparkhi, 1996),
and transformation-based learning (Brill, 1994).



Given these algorithms, three different aspects need to be addressed
in order to build a data-driven shallow parser: the data used for training
and test, the choice and the representation of the target classes that the
algorithms have to learn to predict, and the attributes or features included
in learning.

Since there exists no treebank for Swedish, we have to construct parsed
texts that can serve as training data and benchmark corpus. For this
purpose, an Earley Parser, SPARK (Aycock, 1998) is used together with
a context-free grammar for Swedish developed by Megyesi. The second ver-
sion of the Stockholm-Umea corpus (Ejerhed, et al., 1992) annotated with
PAROLE tags served as input to the rule-based parser. The PoS tagged
texts were parsed by SPARK using nine phrase categories. Some categories
correspond to the chunks, while other categories are designed to handle ar-
guments on the right hand side of the phrasal head. The nine phrase types
are: adverb phrase, adjective phrase, noun phrase, numerical expressions,
prepositional phrase, verb clusters, infinitive phrase, maximal projection of
noun phrase and adjective phrase, see Megyesi (2002) for more details.

Each phrase type is represented with an additional tag marking position
information in a manner similar to that proposed by Ramshaw and Marcus
(1995) and used in the CoNLL-2000 competition:

XB - the initial word of the phrase X
XI — non-initial word inside the phrase X
O — word outside of any phrase.

Thus, each word and punctuation mark in a sentence is accompanied by a
tag which indicates the phrase structure the token belongs to in the parse
tree together with the position information. Since a token may belong to
several phrases, it can have several tags.

The representation is illustrated in the example below for the Swedish
equivalent of the sentence “Everybody should read Pilger’s very good books
about politics” represented first by parenthesis notation, and second by PoS
and phrase tags.

[NP Alla NP] [VC borde lisa VC] NPMAX [NP Pilgers [AP [ADVP mycket ADVP]
bra AP] bécker NP] [PP om [NP politik NP] PP] NPMAX].

Various experiments were carried out in order to ascertain how well the
different data-driven algorithms can learn the whole hierarchical constituent
structure of the word sequences, and to examine what kinds of linguistic in-
formation shall be included in learning to achieve the best result. Particular



WORD  POS 4+ MORPHOLOGY PHRASE TAGS
as PAROLE tags

Alla PI@0P0QS NPB
borde V@QIIAS VCB
lasa V@NOAS VCI
Pilgers NP00G@O0S NPB_NPMAXB
mycket RGPS ADVPB_APB_NPI_NPMAXI
bra AQPOONOS API_NPI_NPMAXI
bocker NCUPNQIS NPINPMAXI
om SPS PPB_NPMAXI
politik NCUSN@IS NPB_PPI_NPMAXI
FE 0

attention has been directed to the various types of input features that the
taggers learn from, such as words, PoS tags, and a combination of both.

The results show that all three data-driven algorithms can be efficiently
used for shallow parsing of texts, given that PoS information only, i.e. with-
out the presence of words, is included in the training data. By excluding
the lexical information during learning and testing, all classifiers obtain an
accuracy above 92% when the training set contains at least 50k tokens (see
Megyesi, 2002 for more details).

Thus, in order to achieve high accuracy in parsing, we need good PoS tag-
gers for Swedish. Currently, four data-driven part—of-speech (PoS) taggers
applied to PoS tagging of Swedish exist at our department. These taggers
are: hidden Markov modeling (Brants, 2002), maximum entropy learning
(Ratnaparkhi, 1996), memory-based learning (Daelemans et al., 1996), and
transformation-based learning (Brill, 1994). All taggers have been tested,
evaluated and compared, see Megyesi (2001). They have an average ac-
curacy of 95%. However, by using the ensemble technique with standard
consensus vote procedure, the error rate can be decreased to 1% (Megyesi,
forthcoming).

3 Elimination of Errors

Since the rule-based parser SPARK introduced some errors in both the train-
ing data and benchmark, the presence of the noise can be assumed to in-
fluence the result of the classifiers. The noise can be assumed to involve a



simplification of grammatical structures since it was introduced by a rule-
based system. To investigate the noise effect on the classifiers some parts
of the training and benchmark data were manually corrected and the al-
gorithms were retrained on the noise free data set. The results show that
the error rate increases when the classifiers are trained on noise free data.
Most of the errors are due to that the rule-based parser wrongly attached
the prepositional phrase to a noun phrase, thereby overgenerating maximal
projections of noun phrases. If we eliminate the NPMAX target class, final
results can be greatly improved. The maximal projections of noun phrases
could be taken care of by another, separate classifier at a later stage.

4 Building a Treebank

Based on the results reported in this paper we can conclude that data-driven
methods can be efficiently used for shallow parsing Swedish, in particular
when we have a part-of-speech tagged text. Thus, we can let the best PoS
tagger, or combination of taggers available annotate the text with PoS tags.
The next step is to extract the PoS labels from the text but keep the sentence
division, and let the parser annotate the PoS sequences. The only thing
then remaining to do would be to put the words back into the parsed PoS
sequences. The advantage of the development of several classifiers is the
possibility to use those in error detection and reduction by using ensemble
methods with voting procedure. The classifiers often make different errors,
especially in cases when the data contains inconsistencies or vague target
classes. By letting human judges inspect those positions where the classifiers
disagree, the vague grammatical cases can be detected and corrected. Also,
the vote of the human judges and the classifiers together can be assumed to
lead to error reduction.

5 Ongoing Work

The grammatical analysis given by the data-driven classifiers presented in
this study represent neither clauses, nor syntactic functions. Data-driven
classifiers handling these types of analysis are currently under development
at our department by using the existing MAMBA (Teleman, 1974) corpus as
basis for training and benchmark corpus with promising results. Addition-
ally, building models for spoken Swedish is also of great interest to us in
order to be able to model the structuring of speech in various communica-
tive situations. We are, in particular, interested in the relationship between



prosody and linguistic structure with a special attention directed to syntax
and discourse (see Carlson et al., 2002). We strongly believe that speech
research would greatly benefit from a treebank containing both text and
speech. Therefore, we aim to improve our existing models to speech as well.
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