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Coarse, and hence relatively reliable phonetic classifications, 
have been suggested as a means of forming small groups of possible word 
candidates from a large dictionary, so-called "cobrts." We have inves- 
tigated the consequences of four different schemes for classification. 
The classifications have been made in terms of vowels and consonants or 
in terms of vowels and five consonantal categories. In both cases, the 

analysis has been carried out with or without stress and, for Swedish, 
word tone. At this point, we do not make any claims about the feasibi- 
lity of the classifications. We see them, rather, as examples that 
reveal some of the lexical structure of the studied languages. Among 
the aspects studied are statistical distributions of cohort sizes, 
maximum, mean, and expected cohort size, and phonetic structure of the 
largest, most probable cohorts in the individual languages. 

Word beginnings have been thought of as richer in structure and, 
hence, more useful for discrimination than word endings, at least for 
Germanic languages. We have studied this by seeing how far into a wrd 
one needs to go to identify the word within our corpora. This has been 
done both from the beginning and the end of the word. The effect of 
knowing the stress structure of the word or its part of speech has also 
been studied. Apart froin its general interest, this study has applica- 
tions in communication aids for non-vocal, another project we are cur- 
rentlypursuing. The number of keystrokes while typing could be sub- 
stantially reduced when creating sentences if on-line prediction is 
implemented using dictionaries of different kinds and grammatical h p  
theses. 

The present report necessarily contains a great deal of detail of 
rather disparate nature in figures and tables. Only part of this is 
commented in the text. After this introduction, it should be possible, 
according to the reader's interest, to selectively read different sec- 
tions. Since the results reflect the structure of well-known languages, 
they will frequently comform with our intuitions and sometimes appear 
almost trivial, at least from a qualitative point of view. We have , 
however, felt a need for quantitative and comparative discriptions of 
language structure. 

The corpora 
The corpora that we have used are the approximately 10,000 most 

frequent word forms in the different languages as reported in the stu- 
dies of Table 1. 

The studies are based on between .5 and 1 million words. The 
number of different word forms varies between about 110,000 for the 
Swedish one million word material to about 30,000 for the kench half- 
million word material. Most studies are based on varied selections of 
text samples from newspapers. The Italian material is based on a more 
varied selection of printed material and the French samples are drawn 
from modem novels. 





E X W L E  OF ENDINGS 

I N  THE ENGLISH COWUS 

-A 
- ISKA 
-NA 
-ARNA 
- E m  
-D 
-DE 
-NDE 
-RE 
-STE 

-1SK 
-N 

TABLE 2. Endings used in the "root corpus" formation. 

By this processing, the number of items in the corpus was reduced 
by 30% for Ehglish and 35% for Swedish. 

Parts of speech analysis 
The Swedish corpus has been subjected to a parts-of-speech label- 

ing. As for the phonetic transcription and the suffix removal, this was 
done in a semi-automatic fashion. A short rule system was developed 
that made parts-of-speech assignment based on orthographic surface 
structure criteria. Only about forty rules were used. The rule-gen- 
erated labels were then manually corrected. 

In Fig. 1, the result of parts-of-speech analysis can be seen, 
along with the error probability for the main categories. The result is 
organized according to word frequency classes. In Fig. la, the bin size 
is 1000 words, i.e., the leftmost data points relate to the 1000 most 
frequent words in the corpus. With decreasing frequency, the proportion 
of nouns stabilizes at above 50% while verbs and adjectives each repre- 
sent about 20%. 

In Fig. lb, the errors in the rule-predicted parts of speech are 
presented. The results demonstrate the effect of high-frequency words. 
For the 200 most common words, we get a total prediction error of 90%. 
lkis is obviously due to the high proportion of function words in this 
frequency class. With decreasing word frequency, the total error ap- 
proaches 20%. We obtain the smallest error for nouns, which is also the 
predominant category. We regard these results as very promising. Com- 
bined with a small function word dictionary with grammatical informa- 
tion, a rule system like this forms a good basis for a parsing system 
without an extensive dictionary. 
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+ NOUNS * VERBS ADJECTIVES 

0 1 2 3 4 5 6 7 8 9 1 0  

WORD RANK 

= TOTAL)+  NOUNS * VERBS 8 ADJECTIVES 

0 1 2 3 4 5 6 7 8 9 1 0  

WORD RANK 

Fig. la (top) Distribution of parts of s ~ h  in the Swedish word 
corpus according to mrd rank (in thousands) . 

lb(b0ttan) Prediction error in the autcgMtic parts-of-speech 
assignment. 



Study7 of the Corpora: - Vbrd Length and Structure 
In the five languages we have examj n d ,  :aem word length differs by 

one or two letters, and by two or three phonemes ( s e e  Table 3). Yaximurn 
word length, both ~rt11qraphi.cally and phonetically, is founrl in Gennan. 
:'he shortest words orthographically (in the mean) are in English, and 
phonetically, in French. I tal ian, Swedish, English, and German average 
slightly more than one letter per phoneme. French, however, averages 
1.5 letters per phoneme, ranking lowest (shortest) for phonetic word 
length and second highest, next to German, for word length in letters. 
The consonants which are pronounced only in liaison are not included in 
these data. 

Letter data Word Root 

J-Jength hngth 
English 7.09 6.68 
Italian 7.39 -- 
Swedish 7.43 6.78 

French 7.62 -- 
&~man 8.69 -- 

Phonetic data Word Fbot 
Length Length 

French 5.20 -- 
English 5.96 5.65 
,Swedish 6.94 6.45 
Ital. ian 6.94 -- 
G e m  7.78 -- 

TABLE 3. Mean letter and phonetic length of words and roots in Swedish 
and English, and of words in German, Italian, and French. 

The mean number of letters in a root morph is nearly the same for 
Swedish and mglish, the two corpora for which we have done morphemic 
analysis. The length of phonetic representations for roots differs by a 
little less than a phoneme. Word length in the two languages differs 
by one phoneme. 

Mean data for the distribution of vowels and consonants in words 
and roots is given in Table 4. The ratio of consonants to vowels in a 
word is lowest for the two Romance languages, French and Italian, and 
highest for German words. Italian words contain the most vowels per 
word, and German, the most consonants. The mean number of vowels for 
words and roots in all five languages except Italian lies between 2 and 
3; consonant means lie between 3 and 5. Graphs of these distributions 
are shown in Fig. 2. 





Phonetic data Vowels 

Wards b t s  

French 2.21 -- 
English 2.47 2.45 
Swedish 2.69 2.51 
German 2.87 
Italian 3.27 

Words W t s  

TABLE 4. Mean number of vowels and consonant/vowel ratio. Phonetic data: 
Swedish, English, German, Italian, and French 

Study of the Corpora: Partitioning into Cohorts 
In the studies described below, we have partitioned our corpora by 

two major classifications. The more coarse classification results from 
mapping the string of phonemes representing a word's pronunciation into 
a corresponding string in which all consonants are replaced by C, and 
all vowels by either 'V (stressed vowel) or V (unstressed vowel). (This 
description is somewhat simplified; further details will be considered 
in the following discussion.) A variation of this classification does 
not consider stress, and simply maps all vowels into V. For example, 
the words "plane," "stop" and "troop" are mapped into a class identified 
by the string C-C-'v-c, or alternately, C-C-V-C. This representation is 
of interest in linguistic investigations and has been referred to as the 
"syllabic skeleton." (See, for example, Halle & Vergnaud, 1980.) Our 
mapping partitions all the words in our corpora into such classes, 
generally referred to as equivalence classes. We will refer to the set 
of words mapped into a particular equivalence class as a "cohort." This 
term has come to be employed in some psycholinguistic and speech recog- 
nition literature in this more general sense since its introduction by 
Marslen-Wilson (1978) to refer to the group of all words that begin with 
; particular phoneme string. 

The second major classification results from mapping the pronuncia- 
tion of the words in the corpora into corresponding strings of 6-valued 
or 7-valued elements. Consonants fall into the categories nasal, other 
sonorant, stops, strong fricatives, and weak fricatives. Vowels are 
categorized as in the previously described classification. This classi- 
fication has earlier been explored by the speech recognition group at 
~~assachusetts Institute of Technology (Shipman & Zue, 1982; Huttenlocher 
& Zue, 1983). 

Partitioning of the corpora into cohorts in this manner provides us 
with an approximation of the benefit that would be derived in a speech 
recognition system if all phonemes could be classified at least this 
well. Examinationofthe wordsinaparticular cohort shows us which 
words we would have to make a decision among after this coarse classi- 



fication. Using the data on cohorts as a base, we have made additional 
calculations designed to describe the expected speech recognition task. 
The number of unique (1-member) cohorts represent those words for which 
no further decisions need be taken: the cohort contains a single word. 
The maximum size of a cohort reveals the worst case. Mean cohort size 
is presented in the results, but is actually not as useful as another 
value, expected cohort size (Waibel, 1982). This measure takes into 
consideration the likelihood of the occurrence of a particular cohort 
size and the probability of a word to fall into a cohort of this size. 
It appears to be a more representative measure of the actual task in- 
volved in word recognition. If we look at Swedish 3-class cohorts, for 

I 
example, we see that over half of the cohorts are unique. If one were 
to pick a cohort at rando~n, then, it would likely have only one member. 
?his large number of 1-member cohorts is reflected in the mean cohort 
size of 7. Picking a word at random, however, we would likely find it 
in a cohort of much larger size since the expected cohort size is 105. 

The assignment of a vowel to the stressed vowel class varies some- 
what for the five languages. For German, Italian, and French, only one 
vowel per word is marked as stressed. In the English corpus, both 
primary and secondary stress is marked and, when forming cohorts, vowels 
with varying degree of stress are mapped into separate items, either 'V 
(primary-stressed vowel) or '77 (secondary-stressed vowel). Swedish has 
two types of word tone. A vowel with Type I word tone is mapped into 
'v, and the vowel pair with Type I1 word tone into '77 a d  'v. 

Swedish 2-class and 3-class cohorts 
If accuracy in spoken word recognition were limited to perceiving 

stress and distinguishing vowels from consonants, the Swedish corpus of 
9,679 words would fall into 1,336 classes, or cohorts. Of these co- 
horts, 682 would contain only one word each. Of the remaining 654 
cohorts, containing more than one word, the maximum size is 393, repre- 
senting 4.1% of the corpus. In the mean, a cohort in Swedish would 
contain 7 words. The expected size of a cohort would be 105 words (see 
Table 5). 

The five largest cohorts contain words of the following form: (C 
stands for consonant, 'V for Type I word tone, and "V and 'V for the 
primary and secondary stressed vowels in Type I1 word tone.) 

NLunber Cohort 
of words 
393 c-'v-c 
358 C- "V-C-'V-C 
348 C-"v-c-c-'V-C 
293 C- 'V-C-v-C 
289 C-"V-C-'V 

Example 

bil 
billig 
bunden 
benen 
bita 
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If stress cues were insufficient, and judgment had to be based on 
vowel-consonant decisions alone, information would be greatly impove- 
rished. The corpus would be classified into 732 categories, giving only 
55% of the discriminability available as when stress cues are suffi- 
cient. The number of unique cohorts, containing one word each would be 
only 48% of the number produced with stress discrimination. The maximum 
cohort size would be 1.9 times as large. This is essentially due to the 
collapsing of two frequent two-syllable cohorts with different word tone 
into one pattern (C-V-C-V-C). The expected cohort size would be 192 
words. (See Tables 5 and 6.) 

In order to inspect the effects of af fixation on this classifica- 
tion, one can look at root morphs only. Converting the values in Table I 

I 
5 to percentages of the total corpus, we can see that the only major I 

effect of the non-stress-affecting suffixes that we have removed in our 
root corpus formation is in the discriminatory function of stress. (See 
Table 6.) It appears that stress discrimination, which nearly halves 
the maximum cohort size for words in Swedish, has no effect on the 
maximum cohort size of roots since this cohort contains one-syllable 
members. The maximum size in the classification including stress is 
about the same for words and roots. Since the total number of words is 
less for roots, it seems that affixation does not decrease the maximum 
eize, i.e., there are not so many new categories which would take mem- 
bers from the group of maximum size. This must imply that, since the 
new affixed words must not have the same patterns as the roots, there is 
a near one-for-one replacement of root patterns by affixed word pat- 
terns. We see, however, that the number of unique cohorts is much less 
for roots, suggesting that affixation does have a discriminatory £unc- 
tion. 

Ehglish 2-class and 3-class cohorts 
Partitioning our English corpus into words described by their 

consonants, primary and secondary stressed vowels and unstressed vowels 
yields 1,515 cohorts containing a total of 9,526 words. Of these co- 
horts, 831 (8.7%) are unique. The maximum size of the remaining 684 
non-unique cohorts is 602, 6.3% of the corpus. A cohort would contain 
6.3 words in the mean, and would have an expected value of 133 words. 
English, then, has more unique cohorts than Swedish, and larger maximum 
size. 



Units Cohorts Unique Max Mean Ekpected 
Size Size Size 

SWEDISH 

WORD 9679 1336 682 393 7.24 105.27 
no stress 9679 732 325 748 13.22 192.57 

ROOT 6334 979 505 41 1 6.47 94.98 
no stress 6334 575 264 41 1 11.02 140.69 

ENGLISH 

WORD 9526 1515 831 602 6.29 133.04 

m stress 9526 901 425 660 10.57 178.62 

ROOT 6630 1172 653 601 5.66 115.92 
no stress 6630 696 331 649 9.53 154.07 

GERMAN 

WORD 9219 1663 974 433 5.54 84.10 

no stress 9219 1114 599 543 8.28 121.40 

ITALIAN 

WPD 8857 613 246 752 14.45 223.95 
no stress 8857 426 157 1002 20.79 315.55 

FRENCH 

WORD 11388 293 86 1296 38.87 459.35 
no stress 11388 284 82 1296 40.10 460.40 

TABLE 5. 2-class cohorts: consonant/vowel discrimination with and with- 
out stress for Swedish, Ehglish, German, Italian, and French. 



Cohorts Unique Max Mean Expected 
Size Size Size 

SWEDISH 

WORD 13.8 
no stress 7.6 

RlXrr 15.5 
no stress 9.1 

ENGLISH 

WORD 15.9 
no stress 9.5 

RCXYF 17.7 
no stress 10.5 

GERMAN 

WORD 18.0 
no stress 12.1 

WORD 6 -9 
no stress 4.8 

FRENCH 

WORD 2.6 -8 11.4 . 3  4.03 
no stress 2.5 .7 11.4 .4 4.04 

FABLE 6. 2-class Cohorts: Percentage of total corpora for Swedish, 
wlish, Gennan, Italian, and kench 



The five most common cohorts from our English word corpus are the 
following: (C stands for consonant, 'V for stressed vowel, and V for 
unstressed vowel.) 

Nurrber Cohort 
of mrds 

602 C- 'v-c 
472 C- 'v-C-c 
41 1 C- 'v-c-V-c 
339 c-c- 'v-c 
231 C-'v-c-C-v-C 

Example 

bob 
box (x = ks) 
bodies 
block 
boxes 

Combining stressed and unstressed vowels into one category yields 
only 901 cohorts, 59% of the discriminability as when stress is a fac- 
tor. The number of unique cohorts decreases by allnost a factor of 2. 
Maximum size, however, increases by 9.6% representing the addition of 
(secondary-stressed) function words to the one-syllable C-V-C pattern. 
Mean size increases by 708, and expected size by 30%. Stress, then, 
serves a similar discriminatory function for both English and Swedish. 
An exception is its effect on maximum cohort size: a large effect (47% 
reduction) is seen for Swedish, but a smaller effect (9% reduction) for 
mglish. 

There are about 2900 more words than roots in the English corpus, a 
reduction of 30%. This is about the same reduction as for Swedish. The 
number of cohorts reduces by 23% (31% for Swedish). Stress discrimina- 
tion has about the same effect on maximum size for roots as for words 
in English, unlike Swedish in which the effect is much larger for words. 

German 2-class and 3-class cohorts 
The number of 3-class cohorts for the German corpus of 9,219 words 

is 1,663. This is an increase of 2.5% in discrimination over English, 
and an increase of 4.2% over Swedish. The number of unique cohorts is 
also a larger percentage of the total for German. Maximum size is 
somewhat larger than in Swedish, but not so large as in English. The 
mean size is smaller than either Swedish or English, and expected size 
is also smaller. 

?he five most common cohorts produced by a 3-class classification 
of the Gennan corpus are the following: 

Nurnber Cohort 
of mrds 

433 c- 'v-c-v-c 
359 c- ' v-c-c-v-c 
232 C- 'v-C 
212 c- 'v-c-c 
194 C-C- ' v-C-V-C 

Example 

baden 
bahnkbof 
bahn 
bald 
bleiben 







Nmber of cohorts Nwnber of unique Max. cohort size 
as percentage of cohorts as percent as percentage of 
total nLnriber of of total nmber total n d x r  of 
mrds in corpus of words in corpus words in corpus 

German 

English 

Swedish 

12 German 

9 Eng 1 ish 
Swledish 

Italian 
6 

Italian 

3 French 
Ekench 

German 

English 

Swedish 
German 

English 
Italian Swedish 

Italian 
kench French 

French French+ 
Italian 

Italian 
Swedish 
English 

English G e m a n  
G e m  

Swedish 

TABLE 7. Comparison of percentages for Swedish, English, German, and 
Italian: 2-class cohorts (C = consonant, V = vowel, 'V = 
stressed vowel) 

6-class and 7-class cohorts 
Narrowing our classification by specifying the five consonant 

types: nasal, other sonorant consonant, stop, strong fricative, and weak 
fricative, produces a significant increase in discriminability for all 
five languages. The figures for the five languages are given in Tables 
8 and 9. Increase in discriminability due to the increase in number of 
phoneme categories from 2 to 6 (or 3 to 7 counting the stressed/unstres- 
sed vowel discrimination) is given in Table 10. A comparison of the 
percentages given in Table 9 appears in Table 11. 

Referring to Table 10, we see that the number of word cohorts 
ircreases by an amount corresponding to between 22.7% (French, with and 
without stress discrimination) and 52.7% (German, without stress dis- 
crimination) of the number of words in the total corpora. Unique co- 
horts increase by between 12.8% (French, with and without stress dis- 
crimination) and 46.1% (German, with stress discrimination). It is 
interesting to note that the increase in number of unique cohorts repre- 
sents a high percentage of the increase in total number of cohorts. For 



German, English and Swedish, over 80% of the increase in number of 
cohorts is accounted for by unique (one-member) cohorts. The corre- 
sponding percentages for Italian and French, with arid without stress 
discrimination, are between 56% and 64%. (See Table 10 for exact 
values. ) 

Maximum size is decreased most for French by this classification, 
decreasing to 170 words from 1296 words in the consonant/vowel classi- 
fication. This decrease corresponds to 9.9% of the corpus. The next 
highest decrease in maximum size is found in the category of English I 

I 

roots, both with and witbut stress discrimination. The smallest de- 
crease is in Swedish words. Mean size is also decreased most in kench 

i 
by a five-consonant classification. The mean size of English root 
cohorts with stress discrimination decreases the least. 

We find highly significant decreases in expected cohort size for 
all languages by this narrower classification, most decreasing by more 
than an order of magnitude. French displays the most extreme change, 
from an expected cohort size of 460 in the consonant/vowel classifica- 
tion to 25 in the five-consonant/vowel classification. 

Referring to Table 11, we see that the relative phonemic descrip- 
tiveness of the five languages by the &class coding is about the same 

as with the 2-class coding. German is best described, having 68.2% as 
rnany cohorts as words, and French and Italian are least well described, 
having 25.3% and 44.2% as many cohorts as words respectively. English 
and Swedish words (but not roots) change places from the 2-class coding, 
with Swedish words being the better described with the 5-consonant type 
discrimination than English. The same ordering holds for the number of 
unique cohorts as well. The unusual discriminability of the stressed 
vowel in the 2-class coding of Swedish is overshadowed in the 6-class 
coding by the discriminability of the 5-consonant classification. The 
five languages, according to this 6-class coding, then, are strictly 
ordered within the three categories of number of cohorts, number of 
unique cohorts, and maximum ccjhort size with the single exception that 
Italian and Ehglish are exchanged for maximum cohort size. 

It is clear from these results that the ability to distinguish 
between stressed and unstressed vowels is much less powerful in lexical 
search than the ability to make a 5-class discrimination for consonants. 
Whereas the 5-class consonant division decreases the expected size of 
cohorts by at least 80 words (German) and at most 435 words (French), 
the stressed/unstressed vowel distinction does not affect the expected 
size for French, and decreases the expected cohort size by an average of 
only 43 words for the other four languages. It is also interesting to 
note that the cdhorts which coalesce without stress discrimination are 
not the largest cohorts. Disregarding French, in which stress does not 
play a discriminatory role, we can see that the number of cohorts is 
decreased by at least 305 (German) and at most 689 (Swedish) by lack of 
stress discrimination, while the maximum size increases by 7 at the 
most, actually remaining fixed for Swedish. 

! 



Units Cohorts Unique Max Mean Expected 
Size Size Size 

SWEDISH 

WORD 9679 
no stress 9679 

ROm 6334 
no stress 6334 

ENGLISH 

WORD 9526 
no stress 9526 

WXrr 6630 
no stress 6630 

GERMAN 

WORD 9219 
no stress 9219 

ITALIAN 

WORD 8857 
no stress 8857 

FRENCH 

WORD 11388 2878 1544 170 3.96 25.13 
no stress 11388 2871 1540 170 3.97 25.22 

TABLE 8. 6-class Cohorts for Swedish, English, German, Italian and 
kench: Vowel, Nasal, Other Sonorant Consonant, Strong Fric- 
ative, Weak Fricative, ard Stop Classification. 
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Increase in I Decrease in 
Cohorts Unique ! Maximum Mean Exp. 

Cohorts ! Size Size Size 
! 

(Number) (%)  ( N m r )  (%)  I (Num) (%)  (Number) (Mnnber) 
I 

SWEDISH 
WORD 4764 49.2 4189 43.3 336 3.5 5.65 100.17 
nostr.4679 48.3 3802 39.2 691 7.1 11.43 186.04 

Emrr 2857 45.1 2592 40.9 347 5.5 4.82 88.28 
no str. 2834 44.7 2331 36.8 345 5.5 9.16 133.08 

ENGLISH 
WORD 3790 39.8 3356 35.3 481 5.0 4.49 123.46 
nostr.3824 40.1 3119 32.7 534 5.6 8.55 167.47 

GEKMAN 
WORD 4620 50.2 4254 46.1 404 4.4 4.07 80.44 
n0se.4864 52.7 4226 45.8 510 5.5 6.74 117.38 

ITALIAN 
WORD 3166 35.7 2067 23.3 506 5.8 9.53 157.70 
r r ~  str. 2929 33.1 1787 20.2 698 7.9 14.28 223.38 

TABLE 10. Increase in discriminability from 2-class (consonant, vowel) 
to 6-class (nasal, other sonorant, strong fricative, weak 
fricative, stop, vowel) classification. (Increase given in 
both number and percentage of total corpus for first three 
categories, in number only for last two categories.) 
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Nunber of  cohorts 
as percentage of 

% total n-r of 
words i n  corpus 

70 German 

German 
m i s h  

60 

! NLunber of unique 
! cohorts as percent 
! of total number 
I of words i n  corpus 

German 
English Swedish 

50 English 

I t a l i a n  
40 

I t a l i a n  

German 
Swedish 

English m i s h  

English 

Wench French I t a l i a n  

I t a l i a n  

French French 

Max. cohort size 
as percentage of 
total n&r of 
wrds in corpus 

French French 

h g l i s h  English 

I t a l i a n  
I t a l i a n  

Swedish Swedish 

German 
German 

TABLE 11. Cohort statist ics i n  p e r c e n t  f o r  t h e  d i f f e r e n t  languages. 
6-class cohorts (C = consonant, V =vowelfOv =stressed vowel) 





2 AND 3 CLASS COHORTS 

2 AND 3 CLASS COHORTS 
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Fig. "- 3. Unique cohorts (top) and expcted cohort size (bottan) 
as a function of nunber of cohorts. Letters in the plots 
are the initial letters of the different languages. Up- 
per/lower case denotes stress considered/not considered 
in the classifications. 
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1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 '  
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ITALIAN WORDS 
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- 
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PHONEMES 
40 

+ point of word identification, 
relative to word beginning 
(forward search) 

x word length+ 1 

0 5 10 15 

-.. PHONEMES 

Fig. 4. Distribution of the point of identification in the 
m r d  and root corpora (forward search) . 



Fig. 4 provides information on lexical search reduction given a 
phonemic transcription and assuming that word identification takes place 
from the word beginning. The plots here can be viewed as a representa- 
tion of lexical redundancy. Tie rightmost curve in each plot gives the 
percent of words in the corpus which have a particular word length. 
Because an end-of-word marker, such as a space, is necessary to com- 
pletely specify a word, the abscissa represents "actual word length + 1" 
in the graphs. The leftmost curve shows the percent of words in the 
corpus which are uniquely specified by their first n phonemes, n being 
the co-ordinate on the abscissa. A comparison of these two curves 
indicates lexical redundancy: the phonemes that need not be specified to I 
determine the vocabulary uniquely. 

I 
The median (most common) number of phonemes for word identifica- 

tion, or unique prediction from the beginning, in all five languages is f 
two less than the median number of phonemes for actual word specifica- 
tion (including an end-of-word marker). The most common length for a 
word is 5 for English and French, 6 for Swedish and Italian, and 6 or 7 
ror German. The prediction curves for English and French both exhibit 
noticeable peaks at 4 phonemes, differing by at least 10% of the corpus 
from other word identification points. For Swedish, German, and Ita- 
lian, the most common pints of identification form a cluster of three 
pints around 5 phonemes. 

An additional interesting pint apparent in Fig. 4 is the symmetri- 
city of French word length in the corpus. The French corpus shows an 
even distribution of actual word length around 5 phonemes. The corpr? 
of the other languages have a greater precentage of long words. Xefer- 

ring to Table 3, we see that, indeed, mean word lengths are about one 
phoneme greater than the median for the four languages other than 
French, and both values near 5 for kench. 

Fig. 5 presents the point of word identification relative to the 
primary stressed vowel. In French, this pint most commonly occurs at 
the stressed vowel. An inspection of the most common cohorts in the 
other languages suggests that most polysyllabic words are uniquely 
specified either by the end of the syllable containing the stressed 
vowel or by the vowel in the following syllable. 

An examination has been made of the relative predictive power of 
the initial and final parts of words and roots in our corpora in view of 
the general expectation that word beginnings are more distinguishable 
from each other, i.e., phonotactical ly richer, more complex, than the 
final part of words. The results of a number of psycholinguistic ex- 
periments have led to this expectation. 

Ekperiments leading to the conclusion that polysyllabic words are 
accessed via their first syllable in perception (visual tachistoscopic 
experiments) were performed by Taft & Forster (1976). Through experi- 
ments with interference effects, they were further led to stipulate the 
independent status of first syllables in the mental lexicon. Extensive 1 
work by Cole & Jakimik provides further evidence for the theory of left- 
to-right processing of words and the importance of the first syllable in 





the procedure of lexical access. Their work revealed that for both 
stressed and unstressed f i r s t  and second syllables, mispronunciations 
were detected faster i n  the second syllable, although more often i n  the 
stressed syllable. This evidence led to  their hypothesis that word 
candidates, i n  perception, are accessed from the sounds which begin 
them, regardless of their stress pattern (Cole & Jakimik, 1980). A 

strong statement for left-to-right word processing is also supplied by 
Welsh (1980). His work leads him to  the conclusion that a stressed- 

I 

syllable based theory of lexical access is inadequate, and that speech 
is actually processed left to right. 

I 
I , 

In a study of lexical access via word beginnings and endings i n  
Dutch, Nooteboom (1981)presents evidence for the superiorityof word 
beginnings. He predicts that lexical items w i l l  generally be found to 
carry more information early i n  the word, realized in a greater variety 
of phonemes and phoneme combinations. 

The results of our word beginning vs. word ending study appear i n  
Table 12. For each language, two types of information is  given. The 
number of roots or words i n  the corpus of each language i s  given at  the 
top of the table. The remainder of the table contains information on 
the effectiveness of prediction given the beginning or the end of a word 
or root. This effectiveness is expressed i n  terms of the percent reduc- 
tion i n  letters or phonemes that need to be specified i n  order that the 
word be uniquely determined in the corpus. For example, the number "19" 
that appears i n  the LETTER DATA for SWEDISH WORDS under the heading 
"Reduction Fore" indicates that specifying the f i rs t  81% of the letters 
of a Swedish word, on the average, results i n  its unique specification, 
i.e., the las t  19% of the le t te rs  need not be specified. We w i l l  refer 
to  this  process as forward prediction. Likewise, the "32" i n  the 
column to  the right of the "19" (Reduction Back) indicates that i f  one 
were to specify the last 68% of the letters of a Swedish word, that the 
remaining 32% would be uniquely determined. This process w i l l  be re- 
ferred to as backward prediction. 

The efficiency of this type of prediction across languages i s  quite 
s i m i l a r .  Orthographically, forward prediction varies between 19% (Swed- 
ish) and 23% (German). That is, on the average, the f i rs t  77% to 81% of 
the letters of a word specify it uniquely within the language corpora. 
Backward prediction varies from 29% (French) to 32% (German and Swed- 
ish). The figures are similar, but higher, for the phonetic representa- 
tions. Forward prediction i n  words i s ,  on the average, 26%, and back- 
ward prediction, 34%. (If stress is not to be predicted, these figures 
are decreased by 2% or 3%.) 

me cause for the greater discriminability of backward prediction 
can be seen by looking a t  the results for roots i n  English and Swedish. 
These results are quite similar for backward and forward prediction, 
differing by an average of 2.5% as compared to 8.0% for words. Thus, we 
see that forward prediction is hampered for words by the fact that two 



words having the same root with two different suffixes cannot be distin- 
guished from each other until at least the first letter of the suffix is 
encountered. 

The fact that forward prediction is no better than backward predic- 
tion for roots, however, indicates that our intuitions dbout beginnings 
of words being more discriminatory were unfound&, at least in the two 
languages examined. This may be a reflection of the large number of 
one-syllable roots which tend to have a symmetric structure of increas- 
ing sonority towards the central vowel. However, we note very little 
phonetic richness in the first syllables of the large cohorts in both 
English and Swedish. For example, there is only one initial cluster in 
the larger cohorts, that of a stop followed by a liquid or glide. It 
would be interesting to compare these results with a similar study for 
Italian and French, which have more open (and therefore non-symmetric) 
syllables. 

If, in fact, word beginnings are superior to word endings for 
lexical access, as suggested by ~ooteboom's results, this superiority 
must therefore be due to the coding or storage of lexical items in the 
mental lexicon and/or to the retrieval procedure. It appears not to be 
dependent upon discriminatory orthographic or phonetic word structure. 
The equally discriminatory phonetic structure of word and root endings 
may point to an equally important function, that of confirming and 
sometimes rejecting, word candidates, as well as providing grammatical 
information. Nooteboom has also drawn our attention to word endings, a d  
calls the function associated with processing them the "monitoring 
component" of word recognition. He advises that the possibly redundant 
final part of a word is not to be considered superfluous. 

Evidence for the importance of the stressed syllable in word recog- 
nition has been presented by a number of investigators. Garnes & Band 

(1980), in a study of word errors, report that word stress is typically 
not in error. In addition, they report that only 4.1% of their error 
corpus involved misperception of stressed vowels. Experiments by Cole, 
Jakimik, & Cooper (1978) showed that listeners could detect a mispronun- 
ciation in stressed syllables 82% of the time, whereas such mispronun- 
ciations were only detected in unstressed syllables at a rate of 47%. 
Other perceptual research which has shown the relevance of word stress 
for the organization of the mental lexicon includes work by Engdal 
(1978) and Browman (1977). 

In lexical studies designed to aid in speech recognition, it has 
also been found that word stress and other prosodic characteristics of 
words are very useful in limiting the number of possible word candi- 
dates, i.e., in reducing cohort size. Waibel (1982) finds syllable 
duration and a ratio of unvoiced to voiced segments to be complementary 
to the word's phonetic specification in reducing a lexical search space. 
Huttenlocher & Zue (1983) present a classification comprised of (psi- 
blyalternate) stress patterns plus the phonetic specificationofthe 
stressed syllable as a robust and useful representation. They also 
demonstrate that in their corpus of mglish, the phonotactic information 



in stressed syllables is much more discriminatory than in unstressed 
syllables. 

If we assume that our prosodic information is reliable, and that we 
can predict the number of syllables and stress pattern of a word, our 
results improve remarkably for Swedish, Ebglish, and German, particular- 
ly for forward prediction. For words, forward prediction improves by 
12.6% with stress given, and for roots, by 15%. Backward prediction 
improves as well, by 8.4% for words and by 7.5% for roots. An interest- , 

lng change occurs in the results for roots. Given the stress pattern, 
forward prediction excels over backward prediction in both English and 
Swedish, reaching 49% in Swedish and 51% in English. That is, if the 

I 
number of syllables and stress positions are known, roots in the two 
languages are predictable fromtheirbeginninghalf. The figures are 
high for backward prediction also, 46% for Swedish and 42% for Ehglish. I 

It is generally assumed that syntactic constraints play a signifi- 
cant role in lexical access within sentences as well. If this is so, we 
should see a noteworthy increase in predictibility if a word's part of 
speech (word class) is known. For the Swedish corpus, in which part of 
speech is specified, we see that forward prediction is 30% for words and 
44% for roots. This represents an increase in predictive power of 6% 
and 9% respectively. Backward prediction is aided by only 2% or 3% 
given parts-of-speech information. These figures are notably smaller 
than the corresponding figures for known stress pattern, 15% and 14% for 
forward prediction and 7% for both instances of backward prediction. 
Thus we see that, for Swedish, knowledge of the word stress pattern is 
much more helpful in lexical access than the grammatical knowledge 
provided by the part of speech of a word. 

Conclusions 
In this study, we have presented data on the structure of large 

dictionaries from several European languages. Subclassification of the 
vocabularies in terms of stress, vowel and one or five consonantal 
categories shows interesting differences between the languages. A sim- 
ple measure, such as the number of cohorts, can be used to characterize 
the languages, and correlates well with other aspects such as the number 
of unique cohorts, and the mean and expected cohort size. This implies 
that the natural languages studied use the lexical space in similar ways 
within the structural constraints. The constraints include typical word 
length, syllable and stress structure, phonemic inventory and phonotac- 
tics. 

One general conclusion is that the lexical space is extremely 
unevenly exploited. Considering a model language with a fixed word 
length of six phonemes and no further constraints yields (in a six- 
category classification) over 45,000 unique patterns (6 raised to the 
sixth power). In the natural languages with this classification, we ob- 
serve between 1540 and 4825 unique patterns, and an expected cohort size 
of from 4 to 25. This indicates a tendency towards more standardized 
patterns in natural language, a clustering within the lexical space. 



SWEDISH ENGLISH G E m  ITALIAN FRLNCH 

Reduction Reduction Reduction Reduction Rsduction 
Fore Back Fore Back Fore Back Fore Back Fore Back I 

L m  DATA 
WORD 19 32 22 31 23 32 21 30 20 29 

PHONETIC DATA 
WORD 24 36 25 33 25 37 25 30 29 30 
no str. 22 33 23 32 24 33 21 29 23 30 

fiIXrr 35 39 35 34 -- -- -- 
~ l o  str. 31 36 32 33 

STRESS K N W  
WORD 39 43 35 40 38 48 32 36 32 37 

P W S  OF SPEECH KNCkJN 

WORD 30 38 -- -- -- -- 

TABLE 12. Forward and backward prediction in Swedish, Ehglish, German, 
Italian, and French. Reduction = 1 - (units not predicted) / 
(word length + 1) 

Another way to look at the unevenly distributed space is to compare 
expected and mean size. If all cohorts contained the same number of 
members, the two measures would be the same. In our material (the 6- 
class classification), the expected size is typically 4.5 times as large 
as the mean size, indicating that some patterns are favored. 

Still, the study of forward/backward prediction of words within the 
corpora shows a considerable degree of redundancy, especially if the 
stress pattern, and to a smaller degree, parts of speech, is known. 
There thus appears to be a complementary balance of standardization a d  
discriminability in the lexical space of these natural languages. 
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