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Abstract

A new approach to formant synthesis, using both rule-based and data-driven
methods is presented. Preliminary results from a feasibility study show an
advantage in speech quality compared to a rule-based reference system. The
method is now being implemented into a general framework.

I ntroduction

Current speech synthesis efforts, both in
research and in applications, are dominated by
methods based on concatenation of spoken units.
In some cases the original waveform is simply
used as it is, but often it is processed to some
degree before use. Research on speech synthesis
is to a large extent focused on how to model
efficient unit selection and unit concatenation
and how optimal data-bases should be created.
The research efforts on formant synthesis or
articulatory synthesis have been reduced. In this
paper we report on a project where rule-based
formant synthesis is combined with data-driven
methods.

Concatenative synthesis

In the review by Klatt (1987) some of the early
efforts on synthesis based on concatenative
synthesis are included. Already Peterson et al.
(1958) suggested that unit concatenation might
be a possible solution for speech synthesis.
Dixon and Maxey (1968) made a specia effort
to create a unit library for diphone synthesis.
Early synthesis research at AT&T based on
“Diadic Units’ (Olive, 1977) demonstrated an
dternative to rule-based formant synthesis
(Carlson and Granstrom, 1976, Carlson et al.,
1982 and Klatt, 1982). Charpentier and Stella
(1986) opened a new path towards speech
synthesis based on waveform concatenation, by
introducing the PSOLA model for manipulating
pre-recorded waveforms. The current methods
using unit selection from large corpora rather
than using a fixed unit inventory tries to reduce
the number of units in each utterance and to
solve context dependencies over a longer time
frame. M@bius (2000) gives an extensive review
of corpus-based synthesis methods.

Formant synthesis

The need to synthesize different voices and
voice characteristics and to model emotive
speech has kept research on formant synthesis
active (Carlson et al., 1991). The motivation is
that rule-based formant synthesis has the needed
flexibility to model both linguistic and extra
linguistic processes. However, the flexibility is
also a problem, since for example articulatory
constraints are not included in the model. The
underlying articulatory gestures are not easily
transformed to the acoustic domain described
by the formant model. However, successful
efforts to go “hafway” using Higher-level
articulatory based parameters have been
reported by Stevens and Bickley (1991) and
Ogden et a. (2000).

An aternative approach to reduce the need
for detailed formant synthesis rules, but till
keeping the flexibility of the formant model, is
to extract formant synthesis parameters directly
from a labelled corpus. Mannell (1998) has
reported a promising effort to create a diphone
library for formant synthesis based on a data-
base.

Research efforts to combine data-driven and
rule-based methods in the KTH text-to-speech
system has been pursued in severa projects. In
a study by Hogberg (1997) formant parameters
were extracted from a data-base and structured
with the help of classification and regression
trees. The synthesis rules were adjusted
according to predictions from the trees. In an
evaluation experiment the synthesis was tested
and judged to be more natural than the original
rule-based synthesis.

Recently we have seen a renewed
commercia interest for speech synthesis using
the formant model (e.g. Aurix TTS from 20/20
Speech). One motivation is the need to generate
speech, using very small “foot print”.
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Thus, one can predict that formant synthesis
will again be an important subject because of its
flexibility and also because of how the formant
synthesis approach can be sgueezed into a
limited application environment.

A combined approach

This paper describes a new effort to combine a
rule-based formant synthesis approach and a
corpus-driven approach. The approach takes
advantage of the fact that a unit library can
better model detailed gestures then the current
general rules. In the current work the rule
system and the unit library is more clearly
Separated compared to our earlier work (e.g.
Hogberg, 1997). However, by keeping the rule-
based model we also keep the flexibility to make
maodifications and the possibility to include both
linguistic and extralinguistic knowledge sources.
Figure 1 illustrates the approach from a
technical point of view. A data-base is used to
create a unit library. Each unit is described by a
selection of extracted synthesis parameters
together with linguistic information about the
unit's origina context and linguistic features
such as stress level. The parameters can be
extracted automatically and/or edited manually.

I nput text
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Figure 1. Rule-based synthesis system using a
data-driven unit library.

In our traditional text-to-speech system the
synthesiser is controlled by rule-generated
parameters from the text-to-parameter module
(Carlson et al., 1982). The parameters are
represented by time and values pairs including
labels and prosodic features such as duration and
intonation. In the current approach some of the
rule-generated parameter values are replaced by
values from the unit library. The process is
controlled by the unit selection module that
takes into account not only parameter
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information but also linguistic features supplied
by the text-to-parameter module. The
parameters are normalized and concatenated
before being sent to the synthesizer.

Pilot experiment

A feasibility study was carried out to evaluate
the data-driven formant synthesis approach for
Swedish (Sjolander, 2001). The synthesis
quality from three systems using different
methods to create the unit library was evaluated
concerning “speech clarity” and “naturalness’.
In this preliminary evaluation, no linguistic
features besides the phoneme labels were used
in the unit selection module. The systems were
aso compared to a rule-based system as
reference.

Evaluated systems

Reference system

As reference the KTH
synthesis system was used.

Rule-based unit system

For comparison a diphone unit library was
created using the Reference system (Figure 2).
The same diphone inventory was used as in the
data-based unit systems, described below. The
first four formants in the selected units replaced
the rule generated ones, after duration
adjustments and smoothing in the concatenation
module. The unit-controlled and the rule-
generated parameters were then used as input to
the synthesizer.

rule-based formant

Input text
Text-to- v
parameter —| Text-to-parameter

| ,

Rule-generated Features
r Rule-generated

parameters
parameters

|Unit library }% Unit selection|

Unit-controled
parameters

Speech output
Figure 2. Rule-based synthesis system using a
rule-generated unit library.



Data-based unit system

In this experiment we were able to use the
“Ingemar corpus’ recorded and labelled by
Babel Infovox for one of their MBROLA based
products. The first four formants were measured
for each diphone using the Waves formant
tracking software and included in the unit library
according to Figure 1. Only the diphones that
were needed for synthesis of the test utterances
were manually corrected using the Wavesurfer
software. The first four formants in the selected
units replaced, after duration adjustments and
smoothing, the rule generated ones and were
used as input to the synthesi zer.

V data-based unit system

In the Data-based unit system the formant
extraction was not accurate enough, even after
some manual correction. Therefore, a mixed
system V data-based unit system was developed
where only the vowel formants were extracted
from the data-base, while the Rule-based unit
system was used to generate the consonantal
partsin the unit library.

Test material

Four Swedish utterances were used in the
experiment:
"Erfarenhet &r det namn alla ger sina misstag.”
"Kréftor kréva dessa drycker.”
"Den oskicklige smeden klandrar jarnet.”
" Avundsamma 6gon blir aldrig métta.”

Test procedure

Each utterance was synthesized by the four
systems. 13 subjects were asked to make a
comparison of the synthesized output from each
system and rank the relative “clarity” or the
relative “naturalness’ in separate sessions. Each
utterance was graphically presented on the
computer screen by four buttons, corresponding
to the four synthesis systems. By pressing one
button the subject could listen to one
synthesized version of the utterance. The
subjects could repeat a stimuli as many times as
they wanted. The four utterances was presented
twice in random order in one session giving 26
observations on the clarity ranking and in a
separate session 26 observations on the
naturalness ranking. The subjects had no
detailed knowledge about speech synthesis but
had been exposed to synthesis before the
experiment was carried out.
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Results

The results from the pilot experiment are
presented in Table 1 and Table 2. The data, in
percent, show wheather the systems labelled on
each row are ranked by the subjects to have
preference over the systems labelled in each
column. For example, in Table 1 the V data-
based unit system is regarded to be better
compared to the Reference system in 60 percent
of the observations, while only 29 percent of the
observations gave preference to the Rule-based
unit system compared to the Reference system.

The results in Table 1 show that the V data-
based unit system was judged to give the best
clarity. It is judged better than all other systems.
The transformation of the Reference system to
the Rule-based unit system gave a surprisingly
large quality reduction, indicating that the
Reference system captures the transitions better
than the primitive concatenation method that
was used in the experiment. However, if the
vowel transitions are extracted from the data-
base, the output is preferred despite the fact that
the formant parameter tracks are concatenated.
The consonant gestures are not captured well in
the Data-based unit system. One can suspect
that this is caused by less accurate
measurements, rather than the method itsdlf.
This was aso the reason for the creation of the
mixed system.

V data-based u. 60 73 64
Data-based u. 38 45 -
Rule-based u. 29 - -
Reference - - -
Refe- Rule- Data-
rence | based u. | based u.

Table 1. Clarity preferencein percent.

V data-based u. 73 89 49
Data-based u. 68 84 -
Rule-based u. 24 - -
Reference - - -
Refe- Rule- Data-
rence | based u. | based u.

Table 2. Naturalness preference in percent.

The V data-based unit system method was
aso the preferred system according to the
ranking in the naturalness dimension. It is
interesting to note that even the method using
data-based consonant transitions (Data-based
unit system) was preferred compared to the rule
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generated systems and was actually regarded to
be equal to the V data-based unit system. The
result suggests that the vocalic parts in the
synthesis are more important for the naturalness
than the consonantal parts, while both the
vocalic and the consonantal parts are of equal
importance for the clarity.

Conclusion

We have in this paper presented a new approach
building formant-synthesis systems based on
both rule-generated and data-base driven
methods. A pilot experiment was reported
showing that this approach can be a very
interesting path to explore further. Despite a
very simple implementation the preliminary
results showed an advantage in naturalness
compared to the traditional reference system.
Work is currently on the way to create a generic
platform to continue this research on formant
synthesis methods, based on both rules and
unit-concatenation.
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